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Building an object recognition system
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Building a complicated function



Implementing a complicated function



Intuition behind deep neural network
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Key ideas of neural networks



Key questions



Contents

• How to learn multi-layer generative models of unlabelled data by learning 
one layer of features at a time.
− How to add Markov Random Fields in each hidden layer.

• How to use generative models to make discriminative training methods 
work much better for classification and regression.
− How to extend this approach to Gaussian Processes and how to 

learn complex,  domain-specific kernels for a Gaussian Process.
• How to perform non-linear dimensionality reduction on very large 

datasets
− How to learn binary, low-dimensional codes and how to use them for 

very fast document retrieval.
• How to learn multilayer generative models of high-dimensional sequential 

data.



A spectrum of machine learning tasks

Typical Statistics  ------------ Artificial Intelligence

• Low-dimensional data (e.g. less than 

100 dimensions)

• Lots of noise in the data

• There is not much structure in the 

data, and what structure there is, can 

be represented by a fairly simple 

model.

• The main problem is distinguishing 

true structure from noise.

• High-dimensional data (e.g. more 

than 100 dimensions)

• The noise is not sufficient to obscure 

the structure in the data if we 

process it right.

• There is a huge amount of structure

in the data, but the structure is too 

complicated to be represented by a 

simple model.

• The main problem is figuring out a 

way to represent the complicated 

structure so that it can be learned.



Historical background: First generation neural networks

• Perceptrons (~1960) used a 
layer of hand-coded features 
and tried to recognize objects 
by learning how to weight 
these features.

� There was a neat learning 
algorithm for adjusting the 
weights.

� But perceptrons are 
fundamentally limited in 
what they can learn to do. Sketch of a typical perceptron 

from the 1960’s
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Second generation neural networks (~1985)

Back-propagate                

error signal to 

get derivatives 

for learning



A temporary digression

• Vapnik and his co-workers developed a very clever type of perceptron called a 

Support Vector Machine.

� Instead of hand-coding the layer of non-adaptive features, each training 

example is used to create a new feature using a fixed recipe.

• The feature computes how similar a test example is to that training example. 

� Then a clever optimization technique is used to select the best subset of 

the features and to decide how to weight each feature when classifying a 

test case.

• But its just a perceptron and has all the same limitations.

• In the 1990’s, many researchers abandoned neural networks with multiple 

adaptive hidden layers because Support Vector Machines worked better.



What is wrong with back-propagation?

• It requires labeled training data.

• Almost all data is unlabeled.

• The learning time does not scale well

• It is very slow in networks with multiple hidden 

layers.

• It can get stuck in poor local optima.



Belief Networks

• A belief net is a directed acyclic graph 

composed of stochastic variables.

• We get to observe some of the 

variables and we would like to solve 

two problems:

• The inference problem: Infer the 

states of the unobserved variables.

• The learning problem: Adjust the 

interactions between variables to 

make the network more likely to 

generate the observed data.

stochastic

hidden        

cause

visible 

effect

We will use nets composed of layers of 

stochastic binary variables with 

weighted connections.  Later, we will 

generalize to other types of variable.



Stochastic binary units (Bernoulli variables)

• These have a state of 1 or 

0.

• The probability of turning 

on is determined by the 

weighted input from other 

units (plus a bias)
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Learning Deep Belief Nets



The learning rule for sigmoid belief nets



Restricted Boltzmann Machines



Learning feature hierarchy



Restricted Boltzmann Machines with binary-valued input data



The energy of a joint configuration



Weights -> Energies -> Probabilities



Using energies to define probabilities



Energy based models with hidden units



Conditional probabilities



Tweakin’ parameters



Tweakin’ parameters



Tweakin’ parameters

Can think of as an 

expectation over dataset.

This is an expectation 

over all possible 

configurations of input x. 

Grows exponentially as 

function of the length of 

input.



Gradient revisited



Learning rule



Inference



Contrastive Divergence



A quick way to learn an RBM



Markov Chain Monte Carlo



Monte Carlo



Monte Carlo

Generate samples from distribution p(x). But not always samples can 

be generated by formula.
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P(x,y) is a 2-D distribution, which is difficult to represent, but p(x|y) 

and p(y|x) is easy to calculated.



Markov chain and stationary distribution 

State transiting probability just depend on previous state.



A sample of Markov chain
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Markov chain Monte Carlo
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Markov chain Monte Carlo



Gibbs Sampling



Gibbs Sampling



Gibbs Sampling



A quick way to learn an RBM



How to learn a set of features that are good for reconstructing 
images of the digit 2



The final 50 x 256 weights



How well can we reconstruct the digit images from the binary 
feature activations?



Three ways to combine probability density models



Training a deep network



The generative model after learning 3 layers



Deep Belief Networks (DBNs)



DBN structure



DBN structure



DBN greedy training
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Why greedy training work



Why greedy training work



DBN and supervised fine-tuning



Multi-modal Learning

Multi-modal Feature Fusion for 3D Shape Recognition and Retrieval



Multi-modal Learning

Multi-modal Feature Fusion for 3D Shape Recognition and Retrieval



A model for digit recognition



Result for supervised fine-tuning


