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Abstract—Photoacoustic (PA) tomography (PAT) is a rapidly
developing imaging modality that can provide high contrast and
spatial-resolution images of light-absorption distribution in tissue.
However, reconstruction of the absorption distribution is affected
by nonuniform light fluence. This paper introduces a reconstruc-
tion method for reducing amplification of noise and artifacts in low-
fluence regions. In this method, fluence compensation is integrated
into model-based reconstruction, and the absorption distribution
is iteratively updated. At each iteration, we calculate the residual
between detected PA signals and the signals computed by a forward
model using the initial pressure, which is the product of estimated
voxel value and light fluence. By minimizing the residual, the re-
constructed values converge to the true absorption distribution. In
addition, we developed a matrix compression method for reducing
memory requirements and accelerating reconstruction speed. The
results of simulation and phantom experiments indicate that the
proposed method provides a better contrast-to-noise ratio (CNR)
in low-fluence regions. We expect that the capability of increasing
imaging depth will broaden the clinical applications of PAT.

Index Terms—Fluence compensation, model-based reconstruc-
tion, photoacoustic (PA).

I. INTRODUCTION

THE photoacoustic (PA) effect [1]–[3] means the genera-
tion of acoustic waves by the absorption of electromag-

netic (EM) energy. In photoacoustic tomography (PAT), by il-
luminating a target with a short pulse laser, stress waves are
produced due to the thermoelastic expansion. Acoustic sensors
are placed at surrounding positions to detect PA signals, and
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then the absorption source is recovered from the detected PA
signals through a reconstruction algorithm. PAT combines the
advantages of optical and acoustical methods: sensitive optical
absorption contrast and low acoustic scattering in soft tissue.
Because light energy is converted to ultrasound that has much
less absorption and scattering than light, PAT has much better
spatial resolution than traditional optical modalities at depths ex-
ceeding the optical ballistic regime. The hemoglobin molecule
in blood is a primary absorber in tissue; hence, the absorbed
optical-energy distribution reconstructed by PAT can provide
the local structure of blood circulation. In the early stage of can-
cer, capillary vessel density increases. Thus, PAT could detect
cancer, especially the breast cancer.

Reconstruction algorithms for PAT have been extensively
studied in recent decades [1], [2]. The simplest reconstruction
method is delay and sum [4], which is a basic beam-forming
technique used in ultrasound imaging. Further improvement can
be achieved by utilizing the coherence factor [5] and the min-
imum variance method [6]. A filtered back-projection (FBP)
method [7], [8] is based on inverse Radon transformation [9]
and assumes that an object is located near the center of scan-
ning area and far away from detectors. These methods have the
advantage of convenient and fast calculation. When the pro-
jection data are collected in full view, the FBP algorithm can
reconstruct good-quality images with a high signal-to-noise ra-
tio (SNR). However, if the collected data are not in full view,
artifacts appear in the reconstructed images. Besides the approx-
imation methods, analytic reconstruction methods with fewer
assumptions are proposed to obtain exact reconstruction, for
example, universal back-projection (UBP) methods [10], [11]
and Fourier domain reconstruction methods [12]–[14]. These
analytic reconstruction methods also require enclosed detection
for circular scanning or an unbounded open surface for planar
scanning, which are generally difficult to implement in a clinical
situation. To overcome the limited-view problem, model-based
reconstruction methods [15]–[23] (also called iterative recon-
struction methods) have been investigated. In these methods,
the inverse problem is converted into solving an optimization
problem by minimizing the error between detected PA signals
and calculated signals from a forward model. In general, al-
though this type of methods needs more computation, it needs
fewer detecting sensors and, thus, less acquisition time. It is
also able to model nonideal physical conditions and measure-
ment environments. Therefore, the degradation of reconstructed
images caused by acoustic inhomogeneity and attenuation can
be resolved.

One major problem with PAT reconstruction is that the recon-
structed information is affected by nonuniform light fluence,
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because tissue absorbs and scatters light so that light fluence
decreases along the direction of light penetration. The pixels
or voxels in reconstructed PAT images are used to represent
the level of absorbed optical energy, which is the product of
absorption coefficient and light fluence. Therefore, the contrast-
to-noise ratio (CNR) in a low-fluence region of a reconstructed
image is low. Cox et al. [24] proposed a simple iterative method
for quantitative reconstruction, where the fluence compensa-
tion is performed after image reconstruction. Since the CNR in
low-fluence regions in the reconstructed images is low, ampli-
fication of the image pixels also amplifies noise and artifacts,
which leads to decrease in the image quality. Yuan et al. [25]
proposed a quantitative reconstruction method using a diffusion
equation based on the regularized Newton method. However,
the PAT images need segmenting in order to obtain prior struc-
tural information. Cox et al. [26] extended their work [24] so
that chromophore distributions can be estimated by using multi-
wavelength excitation and gradient-based optimization. Rosen-
thal et al. [27], [28] proposed a sparse representation method
for quantitative reconstruction based on the different spatial dis-
tribution properties of light fluence and absorption. Although
this method does not require the parameter-based fluence distri-
bution, errors occur under nonuniform boundary illumination.
Zemp [29] proposed a method for quantitative reconstruction us-
ing multiple optical sources even when the Grüneisen coefficient
varies spatially, while the reconstruction and transducer band-
width in this method must be ideal. Their recent research [30]
relaxed the limitation of an ideal transducer bandwidth to a more
general case.

Because the light fluence, absorption, and scattering coeffi-
cient distribution, and even the Grüneisen coefficient are un-
known, quantitative reconstruction is highly underdetermined.
Therefore, it is very difficult to reconstruct an accurate absorp-
tion distribution. In this study, we focus on fluence compensation
in order to achieve much clearer reconstruction in low-fluence
regions by assuming that the Grüneisen coefficient is constant
in the region of interest (ROI) and that the background ab-
sorption and scattering distribution are approximately known.
Although the reconstructed absorption value is not accurate, the
improved imaging depth will greatly facilitate clinical diagno-
sis. Our proposed method integrates fluence compensation into
model-based reconstruction in order to avoid degrading image
quality in low-fluence regions due to amplification of noise and
artifacts. In contrast with conventional model-based reconstruc-
tion methods [15]–[17], the image reconstructed by this method
is the absorption distribution. Because feedback is performed
at each iteration, the amplification of noise and artifacts can be
minimized. The advantages of the proposed method are that re-
construction can be performed under arbitrary illumination con-
ditions, fewer assumptions are required, and noise and artifacts
in low-fluence regions of the reconstructed images are reduced.
In addition, this method can inherit the merits of the model-
based reconstruction method, such as fewer limited-view arti-
facts [15], fewer artifacts due to nonuniform sound speed [18],
and less degradation in lateral resolution [22], [23]. The re-
sults of simulation and phantom experiments indicate that the
proposed method performs better than conventional methods.

Our proposed method belongs to model-based reconstruction,
and such reconstruction requires a large amount of memory and
a long calculation time. In order to overcome these limitations,
we developed matrix compression methods. By utilizing these
methods, the matrix can be compressed to 1/250 its size; hence,
our proposed reconstruction method can be implemented with
a conventional computer at a high speed.

The rest of this paper is organized as follows. Section II
presents the principle of the proposed method. The numeri-
cal simulation and phantom experiments are described in Sec-
tion III. We discuss our overall findings in Section IV. Finally,
we conclude our study in Section V.

II. METHOD

A. Theory of Fluence Compensation and Reconstruction

A PA wave generated in an acoustically homogenous and
nonviscous medium can be described as [31], [32]
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where H(r, t) is a heating function defined as the thermal energy
converted at position r and time t by EM radiation per unit
volume per unit time, Cp is the isobaric specific heat, β is the
coefficient of isobaric volume expansion, and vs is acoustic
speed.

The amount of heat generated in tissue is generally propor-
tional to the input light intensity and the absorption coefficient

H(r, t) = μa(r)Φ(r, t). (2)

Here, μa is the absorption coefficient, and Φ is the optical flu-
ence. Under the conditions of both thermal and stress confine-
ment, the heating time can be treated as a delta function, such
as H(r, t) ≈ μa(r)Φ(r)δ(t). The initial pressure p0 of the ab-
sorber at position r can be calculated by
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where Γ is the Grüneisen coefficient expressed as Γ = βv2
s /Cp .

Here, we assume that the Grüneisen coefficient is constant in
the imaging ROI.

Wave equation (1) can be solved by using a Green function
approach [1]. Under acoustic stress confinement, the heating
process is treated approximately as a Dirac delta function, and
the solution is
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The aforementioned equation describes a relationship in which
the detected PA pressure at position r and time t comes from
sources over a spherical surface centered at r with a radius of
|r − r′|. For an inverse problem to (4), a reconstruction equation
is derived for exact reconstruction of initial pressure distribution
in an analytic reconstruction method such as UBP [10]. The only
way to obtain the absorption distribution is to compensate light
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fluence after the reconstruction of initial pressure distribution.
This process also amplifies noise and artifacts, especially under
limited-view conditions, resulting in a low-quality image.

In the proposed method, we separate the light fluence and the
absorption coefficient at each voxel position. The absorption co-
efficients are estimated by a model-based method. We assume
mean absorption and scattering coefficients for the background
material. In this case, the light fluence distribution can be accu-
rately obtained by a Monte Carlo method [33] after capturing
incident light patterns. Another common approach for comput-
ing light fluence is to solve a photon diffusion equation using
the finite element method [34], [35] at a high speed. However,
the Monte Carlo solution can be greatly speed up using a high-
performance parallel implementation.

Based on the (4), the forward model for calculating PA signals
can be expressed in a matrix form as

p = AΦμa (5)

where A denotes the system matrix representing the geometric
relationship between the initial pressure and the detected PA
signals, Φ is a diagonal matrix representing the light fluence,
and p denotes the detected PA signals. The detailed form of A
is

Ai,j =
A′

i,j+1 − A′
i,j−1

2Δt
(6)

where i is the index of sensor’s position, j is the index of PA
signal, Δt is the time interval between two sampling points, and
A′

i,j denotes the velocity potential. In the planar-measurement
environment, the time of sound propagation through a voxel is
longer than the sampling interval, and consequently the pres-
sure data are not continuous after a finite-difference calculation.
This process induces fluctuations with large amplitude, which
prevent high-accuracy forward modeling. In this research, we
assume voxel as sphere. The PA wave emitted from a small
spherical source has a velocity potential profile of a Gaussian
function [15], [36], [37] under the following assumption: the
density distribution of absorbed energy in a sphere is a Gaus-
sian distribution. The aforementioned assumption may lead to a
problem that the accuracy of Gaussian interpolation is not very
high. However, the advantage of Gaussian interpolation is that it
can provide high-performance calculation. The imaging domain
in this research is 3-D and large; hence, the system-matrix com-
putation is time consuming. In order to achieve a good balance
between calculation time and accuracy, the Gaussian kernel is
chosen to interpolate the velocity potential data. The definition
of the interpolated velocity potential item is
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where Δ is the distance between the central points of adjacent
voxels.

Fig. 1. Angular sensitivity of a 2×2 mm2 unfocused rectangular transducer.
The distance between transducer and target is L = 10 mm. The horizontal axis
represents the wave incident angle θ (in degree), and the vertical axis represents
the sensitivity of the transducer. The DREAM toolbox [38] was used to calculate
the result.

The quantitative absorption distribution is estimated by min-
imizing the l2 norm between the detected signals and the PA
signals calculated by the forward model:

μ′
a = arg min

μa
‖pd − AΦμa‖2 . (8)

Here, pd represents the detected PA signals, and μ′
a is the

optimal estimation of the absorption coefficient distribution.
The conjugate gradient (CG) method is used to find the optimal
estimation.

B. Matrix Compression

Although model-based reconstruction for PAT has many ad-
vantages, it has a critical limitation that the system matrix con-
sumes huge amounts of memory without matrix compression.
In order to apply the proposed method to clinical situations, we
developed matrix-compression methods to reduce the memory
requirement. First, matrix A is a sparse matrix in which more
than 99% of the entries are zero. The required memory can
be greatly reduced by using the compressed sparse row (CSR)
format [40], where nonzero entries are stored in continuous
memory locations and corresponding column indices are stored
in an integer array. We use another integer array to store the
index of first nonzero entry in each row.

In PAT, the ultrasound transducer is generally assumed to
detect pressure waves in directions from 0◦ to 90◦ with the
same sensitivity; however, in real situations the sensitivity is not
uniform due to the finite-sized unfocused transducer. The spatial
impulse response (SIR) of the transducer introduces limited
detection angles, waveform distortion, and time-delay errors for
reconstruction [22], [23]. For example, the angular sensitivity
of a 2× 2 mm2 unfocused rectangular transducer is plotted in
Fig. 1. When the incident angle is 45◦, the sensitivity is −50 dB,
which is less than the detectable signal level for a conventional
sensor. Hence, the incident wave can be ignored. In order to
compress the matrix A, if the incident angle exceeds a given
threshold, its value is set to zero so that the entry is not stored.
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Fig. 2. Matrix compression using the symmetry of wave propagation. For simplicity, in this figure only four sensors and eight voxels are illustrated. Only the
first 1/4 row of A is stored; coefficients in other rows can be obtained by rearranging the order of the first 1/4 row’s coefficients.

With this approach, matrix A can be further decreased to about
half its original size when the threshold value is 45◦.

The matrix can be further compressed to one-fourth its orig-
inal size based on the symmetry of wave propagation [21], as
illustrated in Fig. 2. This figure depicts only four sensors and
eight voxels. The PA signals detected by sensor 1 are calcu-
lated from the inner product A(1, :) · f . Because sensors 2 and
1 are symmetrical about the Y -axis, the second row of A can
be obtained by changing the X-axis order of the first row. Sim-
ilarly, the third row of A can be obtained by changing the
Y -axis order of the first row, and the fourth row of A can be
obtained by changing the X- and Y -axis orders of the first row.
Therefore, only one-fourth of the rows of A are necessary for
reconstruction, and other rows’ data can be obtained during the
multiplication of sparse matrix and vector. In total, the required
memory can be reduced to approximately 1/250 its original size
by using the aforementioned methods.

C. Implementation

The flow-chart of the proposed method is presented in Fig. 3.
After the measurement conditions are determined, the system
matrix A is calculated according to the geometry parameters.
The incident light patterns are captured by a camera, and the
distribution of light fluence is then calculated using the Monte
Carlo method, where the previously estimated mean absorption
and reduced scattering coefficients for the background material
are used. The initial values of μa(i) are set to zeros or UBP re-
constructed values. Next, the reconstruction is performed, and
the CG method is adopted to solve the optimization problem.
In each CG iteration, the residual is computed by using the
precalculated absorbed energy fi , while the value is updated to
the μa(i). This differs slightly from the traditional CG method,
because using the updated absorption coefficients to calculate
the residual at each iteration leads to divergence, which prevents
convergence to the true value. In our experiments, the optimal
number of iterations in the inner CG is 5 to 8. At the outer itera-
tion, computation is terminated when the iteration loop number
exceeds a given number or the change of absorption coefficients
is less than a threshold.

Fig. 3. Flow-chart of the proposed method.

III. SIMULATION AND PHANTOM EXPERIMENTS

A. Numerical Simulation

The proposed method was evaluated by numerically simulat-
ing a hypothetical model, as illustrated in Fig. 4. In this model,
five wire targets with a diameter of 0.5 mm embedded in a uni-
form block (32 × 32 × 32 mm3) were simulated as shown in
Fig. 4(a). The simulation parameters are summarized in Table I.
The background’s absorption coefficient was μa = 0.078 cm−1 ,
and its reduced scattering coefficient was μ′

s = 9.306 cm−1 . The
absorption coefficient of the wire target was μa = 4.3 cm−1 .
Forward illumination (toward the probe) was used as illustrated
by Fig. 4(a), and the incident light pattern is shown in Fig. 4(b),
which adopts data captured by a camera as well as phantom
experiment.

The light fluence was calculated by the Monte Carlo method
using the incident light pattern and the mean absorption and
scattering coefficients of the background. Fig. 4(c) shows the
3-D distribution of light fluence (left), light fluence distribution
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Fig. 4. Numerical simulation model. (a) Alignment of wire targets as optical absorber, ultrasound probe, and optical source. (b) Incident light pattern on the
surface (z = 32 mm) by forward illumination. (c) Light fluence distribution calculated by the Monte Carlo method; 3-D distribution (Left), cross section of X–Z
plane at Y = 0 (middle), Y–Z plane at X = 0 (right). (d) Initial pressure distribution. (e) Absorption distribution reconstructed by the proposed method.

TABLE I
SIMULATION PARAMETERS

on the cross section of X–Z plane at y = 0 (middle), and Y–
Z plane at x = 0 (right). The PA waves were simulated using
(4), and −30-dB white noise was added. Fig. 4(d) shows the
3-D distribution of initial pressure. Finally, the 3-D absorption
distribution reconstructed by the proposed method is shown in
Fig. 4(e).

All programs were implemented in parallel and run on a
cluster system containing six workstations. Each workstation
had two quad-core Xeon 2.4-GHz CPUs. The floating point
operation per second (FLOPS) of the cluster system was 251 G.
It took 42 s to calculate the light fluence distribution. After the
simulated PA signals were obtained, the reconstruction program
was used to reconstruct the absorption distribution. The required
memory of matrix A before compression was 402.653 GB; after
compression it was reduced to 1.255 GB. The calculation time
for one iteration was 0.6 s, and there were 400 iterations in total.

Fig. 5 presents the maximum intensity projection (MIP) im-
ages reconstructed by the proposed method, compared with the
conventional quantitative reconstruction method, that is, UBP
with fluence compensation after reconstruction. Here, MIP X–Y
(top images) is the projection along the Z-axis, MIP X–Z (middle
images) is the projection along the Y-axis, and MIP Z–Y (bottom
image) is the projection along the X-axis.

Fig. 5(a) presents MIP images of the given absorption distri-
bution. Fig. 5(b) presents MIP images of the absorbed optical
energy distribution. The resulting MIP images in Fig. 5(c) show
the absorption distribution reconstructed by the conventional
method. The images reconstructed by the proposed method are
presented in Fig. 5(d). The profiles along the Z-direction at
x = 0 in MIP X–Z are presented in Fig. 5(e). The unit of ab-
sorbed optical energy images is mJ/cm3 , and the unit of absorp-
tion coefficient is cm−1 .

In the conventional method, the initial pressure is first recon-
structed by the UBP method, and then the absorption coefficient
is obtained by dividing the light fluence. The light fluence de-
creases rapidly in tissue, and hence the light fluence is low at the
deep location. In the simulation, −30-dB white noise was added
into the PA signals, and consequently noise and artifacts were
produced in the UBP reconstruction. The noise and artifacts are
amplified in low fluence regions after conventional fluence com-
pensation. In contrast, these are greatly reduced by the proposed
method. From the profiles, we can see that the CNR of the target
at z = 16 mm is 6.46 for the proposed method and 1.39 for the
conventional method. The CNR improvement is 4.63 times.

B. Phantom Experiment

Performances were also evaluated by a tissue-mimicking
phantom with embedded absorbers as illustrated in Fig. 6(a).
The base of the tissue-mimicking phantom with a size of 70 (X)
× 120 (Y) × 50 (Z) mm3 was made with urethane gel and curing
agent. The speed of sound in the base phantom was 1391 m/s.
Rubber wires with 0.3 mm diameter were embedded in the base
phantom. The absorption and reduced scattering coefficients of
the base phantom were 0.078 and 9.306 cm−1 at a wavelength
of 797 nm. We utilized a spectrophotometer to measure the
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Fig. 5. Simulation model and images reconstructed by the proposed method and the conventional quantitative reconstruction method. Each depicts the MIP
image. (a) Simulation model: given absorption distribution. (b) Absorbed optical energy distribution. (c) Resulting images of absorption coefficient reconstructed
by the conventional quantitative reconstruction method. (d) Resulting images of absorption coefficient reconstructed by the proposed method. (e) Profiles along
the Z -direction at x = 0 in MIP X–Z.

reflection and transmission properties of the phantom sample.
An iterative method was adopted to estimate the optimal optical
properties of the sample. First, initial optical parameters were
selected. At each iteration, the Monte Carlo method was used to
calculate the reflection and transmission values, and the New-
ton method was used to update the estimated optical parameters.
The iteration was terminated when the differences between mea-
sured and calculated values of reflection and transmission were
less than a threshold. The last estimated values were regarded
as the optimal absorption and reduced scattering coefficients of
the sample.

A PA imaging system with dual illumination [39] was uti-
lized in the phantom experiment, where dual lasers illuminate
the target so that it is possible to image deeper regions in tissues.
Two sets of a Ti:Sa laser (LT-2211, LOTIS TII) pumped by a
Q-switched Nd:YAG laser (LS-2137, LOTIS TII) were adopted

as the excitation source to provide 15-ns laser pulses with a
10-Hz pulse repetition rate. One laser was used for backward
illumination (probe side), and the other for the forward direc-
tion (opposite side from the probe), as illustrated in Fig. 6(a).
A wavelength of 797 nm was adopted in this experiment. The
maximum incident light energy densities from backward and
forward illumination on the sample surface were 3.48 and
9.46 mJ/cm2 , respectively. The distributions of incident light
energy density captured by a camera are given in Fig. 6(b) and
(c), where the unit of the colorbar is mJ/cm2 . The light flu-
ence was calculated by the Monte Carlo method, as shown in
Fig. 6(d). The profile of light fluence at the center of the probe
along the depth direction is plotted in Fig. 6(e).

A 2-D 345-element [15 (X) × 23 (Y)] matrix probe with ele-
ment size of 2 × 2 mm2 was used in our system. The rectangular
shape of the matrix probe enables direct illumination of tissue
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Fig. 6. Configuration of phantom experiment. (a) Phantom and settings of probe and optical source. (b) Incident light pattern (light energy density distribution)
on the back side (probe side); the unit of the colorbar is mJ/cm2 . (c) Incident light pattern on the forward side (opposite side from probe); the unit of the colorbar
is mJ/cm2 . (d) Light fluence calculated by the Monte Carlo method. (e) Profile of light fluence at the center of the probe along the depth direction.

surfaces in front of the array transducer through a 10-mm thick
holding plate. The transducer frequency was designed to be
1 MHz with a bandwidth greater than 70%. The array had a
detection area of 30 × 46 mm2 . Custom-made front-end elec-
tronics and a data-acquisition system were employed to obtain
PA signals for image reconstruction. The front-end electronics
consist of 345-channel receivers. We adopted a fixed amplifier
gain of 40 dB, a sampling rate of 20 MHz, and 1280 sampling
points. The received PA signals were amplified, filtered, and
digitized in the data-acquisition system. The digitized PA sig-
nals were transferred to a PC for further signal processing and
image reconstruction. In the reconstruction, the voxel size was
set to 0.5 mm for all axes, and the reconstruction range was 28
(X) × 44 (Y) × 50 (Z) mm3 .

The images were reconstructed on the same cluster system
as described in Section III-A. It took 65 seconds to calculate
the light fluence distribution. In order to obtain the best per-
formance, only PA signals from 14 × 22 channels were used,
although the matrix probe has 15× 23 channels. The required
memory for the matrix A before compression was 1.554 TB;
after compression, the size was reduced to 6.250 GB. The cal-
culation time for one iteration was 1.2 seconds, and there were
240 iterations in total.

The resulting images are presented in Fig. 7. Fig. 7(a) and
(b) presents MIP images reconstructed by the UBP method
without and with fluence compensation, respectively. The MIP
images reconstructed by the proposed method are presented in
Fig. 7(c). The profiles along the Z-direction at x = 0 in MIP
X–Z are plotted in Fig. 8.

In the resulting images, the display is in an arbitrary unit. In
this research, the absolute values of absorption coefficient can
be reconstructed in theory, but are actually difficult to calculate

for the following reasons. 1) The attenuation of ultrasound wave
is not considered, and the Grüneisen coefficients are assumed
constant in the whole region. 2) In our experiment, it is difficult
to measure the absorption coefficient of rubber wires. Therefore,
it is difficult to normalize the reconstructed value to the absolute
value. On the other hand, the main objective of our research is
to image macroscopic capillary vessel density; therefore, the
absolute value of absorption coefficient is not very necessary.
As a result, the reconstructed images of the phantom experiment
are displayed in an arbitrary unit.

The resulting images indicate that the absorption distribution
reconstructed using the proposed method is better than that us-
ing the conventional fluence compensation method. The light
fluence around z = 25 mm is low. In this case, the wire tar-
get at the position can hardly be seen in the resulting imaging
reconstructed by the UBP without fluence compensation, and
much noise and artifacts appear in the resulting images recon-
structed by the conventional fluence compensation method. We
compared the proposed method to the UBP with and without flu-
ence compensation, and the evaluation parameters include mean
and standard deviation of targets’ absorption coefficients, and
average CNR. The mean and standard deviation are 0.458 and
0.275 in the UBP without fluence compenation, 0.482 and 0.169
in the UBP with fluence compensation. Our method improved
the two values to 0.624 and 0.145. The average CNR is 4.19
in the UBP with fluence compensation, and in the proposed
method it is 4.84 with an improvement of 15.51%. However,
we also found that the average CNR in the UBP without light
fluence is 11.79, and either of fluence compensation methods
yields lower values than it. The reason that CNR becomes low
is that noise and artifacts amplification cannot be avoided dur-
ing the fluence compensation. But in the proposed method, we
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Fig. 7. Results of image reconstructed from experiment data. (a) Images reconstructed by the UBP method without fluence compensation. (b) Images reconstructed
by the UBP method with conventional fluence compensation. (c) Images reconstructed by the proposed method.

Fig. 8. Profile along Z direction at X = 0 in MIP X–Z.

improved the process of fluence compensation, which mini-
mizes the overall noise and artifacts. As a result, the amplifica-
tion of noise and artifacts is suppressed, and the CNR exceeds
that of conventional fluence compensation method. Although
the UBP without fluence compensation outperforms either of
the fluence compensation methods on the CNR, the quantitative
absorption coefficients are no better than them. Therefore, the
proposed method achieves a better balance between CNR and
quantitative reconstruction.

In addition, because the imaging region is 3-D and further-
more with a large region, which leads to extremely low values of
light fluence in some local regions, the absorbed energy in these
local regions is low and hence the initial pressure is low. Our

system also suffers from the hardware limitations on enhancing
the sensitivity of ultrasound transducer and the SNR of ADC.
Based on the aforementioned two points, it becomes difficult to
obtain accurate reconstruction at low fluence regions.

IV. DISCUSSION

In this study, we assume mean absorption and reduced scat-
tering coefficients for the background material. The light fluence
distribution is calculated by the Monte Carlo method [33], us-
ing the assumed mean absorption and scattering coefficients,
and captured incident light patterns. Fluence compensation and
reconstruction are combined in order to achieve better perfor-
mance. In the current research stage, although light fluence
is calculated only once using the estimated mean absorption
and reduced scattering coefficients for the background mate-
rial, the proposed method has the capability to update the light
fluence at each iteration using the newly estimated absorption
coefficient [24]. In our method, it is important to exactly cal-
culate the light fluence distribution for better reconstruction
under the assumption of mean optical parameters are known.
There exist several solutions that can overcome the restriction
of optical inhomogeneity. First, a diffuse optical tomography
(DOT) [41], [42] can be used to estimate the low-resolution
absorption distribution so as to assist the light fluence calcula-
tion. Second, not only absorption distribution but also Grüneisen
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distribution can be estimated in the multi-illumination method
proposed by Zemp et al. [29], [30]. These methods have the po-
tential to provide robust and accurate light fluence distribution
for planar-scanning schemes.

In addition, for reducing memory requirements and acceler-
ating reconstruction speed, we developed matrix-compression
methods. The system matrix was losslessly compressed by using
the CSR format and storing only one-fourth of the rows based on
the symmetry of wave propagation, and further compressed with
little loss based on the nonuniform angular sensitivity of ultra-
sound transducer. As a result, the memory required by the matrix
could be effectively reduced, and the reconstruction speed was
also improved. Our method achieves a better balance between
memory size and computation time. Moreover, these compres-
sion methods can be applied to not only planar measurement
environment but also cylindrical and spherical measurement
environments. Additionally, our approach will naturally benefit
from integrating compressed sensing methods [28], [46], [47].
A GPU accelerated [48] compressed sensing reconstruction
method can also be expected to boost the calculation speed, be-
cause our method has the potential of high-performance parallel
computation.

Although our proposed method can output better images, the
artifacts are still distinct. Some limitations need to be resolved
in order to obtain high-quality reconstruction images.

It affects the quality of PAT reconstruction how to compensate
transducer properties, i.e., SIR related with element geometry
and electromechanical response. Regarding element geometry,
it was used to generate PAT signals based on a forward model.
However, direct compensation of these transducer properties
is not provided in this paper. We attempted to incorporate the
compensation of SIR as the geometry of elements into the
system matrix. In the simulation, SIR compensation achieved a
significant improvement in the lateral resolution, while it did not
demonstrate effective results in phantom experiment. We also
conducted deconvolution techniques to compensate received PA
signals by using the measured transducer’s impulse response.
However, the reconstructed images did not have distinct
improvement. The main reason is that the central frequency
(1 MHz) and bandwidth (70%) of the matrix probe are low, and
consequently, the noise was not effectively suppressed. In the
next study, a more effective deconvolution method and SIR com-
pensation for transducer with wide bandwidth will be explored.

The model-based method basically requires a large amount
of memory even if matrix compression is used. In some cases,
this may be a limitation to the practical use of the model-based
method. If the system matrix is explicitly stored, the memory
complexity is approximately O(n3nxnyns), where n is pro-
portional to the voxel number in one side of the reconstruction
region, nx and ny are the captured data in X- and Y-direction,
respectively, and ns is the sampling point number. If the system
matrix is implicitly implemented, the computation time is not
acceptable. Hence, the model-based method is hardly suitable
to high-resolution PAT reconstruction. For example, when fine
temporal sampling of high-frequency PA signals or wide area
measuring with a small spatial sampling interval are required
in order to avoid aliasing artifact [2], the system matrix size is

apt to be larger than the computer’s memory size. Hence, the
model-based method is hardly suitable to the high resolution
and large area PAT reconstruction. On the other hand, for our
developed PA mammography (PAM) system, the objective is to
provide an imaging tool for early breast cancer diagnosis based
on the capillary vessel density of cancer. The spatial resolution
of PAM is significantly restricted because of ultrasound atten-
uation caused by a large reconstruction range. Therefore, PAM
is used to provide macroscopic vessel density instead of mi-
croscopic distribution. The results showed the proposed method
attained enough spatial resolution to detect 0.3-mm wire targets,
which is useful for our PAM system.

This study uses the CG method to solve the optimization prob-
lem, but in some cases this method converges to local minima.
Therefore, regularization methods are usually adopted for com-
puting a stable solution. We have investigated various penalty
functions such as compressed sensing methods (e.g. L1–LS
solver). When the problem size is small, the expected fast con-
vergence rate and satisfactory reconstruction can be achieved.
When the problem size increases, however, the convergence rate
declines rapidly, and even an acceptable optimization result can-
not be obtained. If nonlinear optimization methods are used, it
is impossible to calculate the Jacobi matrix in a common com-
puter. In this research, we confirmed that the CG method finally
converges to the same solution for different initial values. In the
future work, we will continue to research a better optimization
method for solving the large-scale optimization problem.

Besides the aforementioned limitations, the sound speed het-
erogeneity also needs to be considered to improve the image
quality. In other studies [18], [43]–[45], the sound speed het-
erogeneity can be resolved by compensating the sound speed
during the reconstruction. In subsequent studies, an effective
sound speed estimation method especially suitable for planar
scanning PAT will be researched, and better reconstruction re-
sults are expected.

V. CONCLUSION

In this paper, we presented a fluence-compensation and re-
construction method for 3-D planar PAT. Light fluence compen-
sation performed at each iteration, which minimizes the ampli-
fication of noise and artifacts. Furthermore, matrix compression
methods made the proposed method applicable to 3-D recon-
struction under planar measurement conditions, and the calcu-
lation speed was also accelerated. The simulation and phantom
experiment results indicated that the proposed method recon-
structs better quality images. We expect that the capability of
increasing imaging depth will broaden clinical applications of
PAT.
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