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Abstract—3-D shape analysis has attracted extensive research
efforts in recent years, where the major challenge lies in designing
an effective high-level 3-D shape feature. In this paper, we pro-
pose a multi-level 3-D shape feature extraction framework by
using deep learning. The low-level 3-D shape descriptors are first
encoded into geometric bag-of-words, from which middle-level
patterns are discovered to explore geometric relationships among
words. After that, high-level shape features are learned via deep
belief networks, which are more discriminative for the tasks of
shape classification and retrieval. Experiments on 3-D shape
recognition and retrieval demonstrate the superior performance
of the proposed method in comparison to the state-of-the-art
methods.

Index Terms—3-D model recognition, 3-D model retrieval,
bag-of-words, deep belief networks, deep learning.

I. INTRODUCTION

HREE-DIMENSIONAL models have been extensively

applied in the domains of multimedia, graphics, virtual
reality, amusement, design, and manufacturing [1] due to the
rich information preserving the surface, color, and texture of
real objects. A huge number of publicly available models such
as Google 3D Warehouse have been quickly spread online. With
the development of RGB-D devices, e.g., Microsoft Kinect,
users can obtain 3D models in a convenient and efficient way,
which further leads to the explosion of 3D data. This rapidly
increasing of 3D model data requires effective retrieval and
classification techniques [2] for their management and reusing.
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Up to present, a large amount of methods for 3D shape recog-
nition and retrieval have been proposed. Among them, a com-
monly adopted pipeline is to first extract low-level descriptors,
and then train classifiers for shape recognition or compare de-
scriptor similarity for shape retrieval. Many local descriptors
[1], [3] for 3D shape have been proposed to describe 3D shapes
from different facets. These descriptors are used to characterize
important local geometric statistics of 3D surfaces, which are
distinctively discriminative with other local regions.

Despite the progressive improvement on recognition,
matching, and retrieval, the performance of the existing 3D
shape descriptors are still far from satisfactory. The main issue
lies in the insufficiency in describing complex 3D shapes using
local statistic, i.e., each type of local descriptors only catches a
piece of geometric characteristics, moreover 3D shape is com-
posed of complex topological structure and visibly variational
geometry. In order to further enhance their discriminability, it
is natural to consider how to combine multiple descriptors to-
gether to provide complementary information. One commonly
adopted scheme is to regard a 3D shape as a collection of prim-
itive elements, each of which is separately described by various
low-level descriptors. Then middle-level features are extracted
from low-level descriptors to enable a stronger description
and generalization ability. One approach is the bag-of-features
(BoF), in which similar geometric information repeatably
appearing on 3D shapes are packed into a same bag, and the
shape similarity is then measured via the difference between
the bag occurrence histograms. Shape Google [4], [5] is one of
the representative works. In this method, heat kernel signature
[6] and its scale invariant version [7] are used as local descrip-
tors considering global heat diffusion, and a vocabulary of
geometric words are generated by means of unsupervised clus-
tering. After that, spatially sensitive bag-of-features (SS-BoF)
are introduced to encapsulate the relationship between spa-
tially close words. Lavoue [8] considers spatial information of
bag-of-features by introducing a histogram of pairs of visual
words, which are built by describing dense point samples with
local Fourier descriptor on local Laplace-Beltrami space. Toldo
et al. [9] adopt sparse segmented region descriptor instead of
local point descriptor for middle-level feature extraction, based
on which assigned all part descriptors of objects into words.

Recently, with the rapid progress of machine learning, fea-
ture learning which can improve the discriminability of low-
level feature is becoming a hot research topic. Castellani et al.
[10] propose a middle-level feature extraction scheme through
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learning hidden states from local descriptors. In the method,
local patches are modeled as a stochastic process through a set
of circular geodesic pathways and learned via hidden Markov
model. Bu et al. [11] propose shift-invariant ring feature based
on iso-geodesic rings and shift-invariant sparse coding for 3D
shape analysis. It represents the local region of one feature point
efficiently and has great performance on correspondence and
retrieval tasks. In the research of Shape Google [4], [5], de-
spite the introduction of SS-BoF, the authors also present a sim-
ilarity-sensitive hashing method to achieve the best discrimina-
tivity and compact representation. The Laplacian-based descrip-
tors achieve state-of-the-art performance, however, they usually
focus on different aspect properties of shapes and suitable for
specified task. In order to provide a generic feature descriptor
for 3D shape, Litman et al. [12] propose a learning scheme for
the construction of optimized spectral descriptors. In order to
select most significant features for shape retrieval and classifica-
tion, Barra ef al. [13] propose a method utilizing multiple kernel
learning to find optimal linear combination of kernels in classifi-
cation and retrieval. To address the problem of automatic recog-
nition of functional parts of man-made 3D shapes, Laga et al.
[14] use graph to represent 3D shape, and then model the context
of a shape part as walks in the graph. In the method, the simi-
larity computation can be efficiently performed using graph ker-
nels. Leng et al. [15] present an interactive learning mechanism,
which establishes a mapping from feature points in low-level
feature space to points in high-level semantic space. The mech-
anism receives long-term relevance feedback from users via
recorded retrieval history, which is adopted to capture users’
semantic information to refine retrieval results. Best view se-
lection is an important procedure in view-based shape retrieval,
in order to achieve better performance, Laga [16] propose a
framework to automatically select best views of 3D models by
learning sets of 2D views that maximize the similarity between
shapes of the same class and also the views that discriminate
shape of different classes. To cope with the problem of low com-
pactness and discrimination power of view-based descriptors,
Tabia et al. [17] adopt vectors of locally aggregated tensors to
generate descriptor, and then use Principal Component Anal-
ysis to reduce the dimension of the descriptor. Gao et al. [18]
propose a 3D object retrieval method with Hausdorft distance
learning. In their method, relevance feedback information is em-
ployed to select positive and negative view pairs with a proba-
bilistic strategy.

The advantage of the above discussed methods is that they use
higher-order features or learning approaches to achieve higher
accuracy in retrieval or recognition. In this paper, we provide an
alternative high-level feature learning framework based on deep
learning [19] for 3D shape recognition and retrieval, which dif-
fers from the existing approaches by focusing on automatically
building a deep hierarchical structure that pools low-level 3D
shape descriptors and come out with a high-level, better descrip-
tive shape representation by learning from a large collection of
shapes through deep belief networks.

As the key innovation leveraged in this paper, deep learning
[19] has been studied in natural language processing, speech
recognition, image processing, and computer vision, demon-
strating significant improvement by introducing more discrimi-
native and robust high-level features from shallow features via
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multi-layer network. In addition, it extends the generalization
ability against large intra-class variations, which is benefited
by feature learning from low-level features without pre-defined
models. Lee et al. [20] adopted a convolutional deep belief net-
work which is a scalable generative model for learning hierar-
chical representations from unlabeled images. They showed that
the method can achieve excellent performance on several vi-
sual recognition datasets. Ciresan et al. [21] proposed a multi-
column deep neural networks for image classification. On the
very competitive MNIST handwriting benchmark, the method
achieves near-human performance.

Inspired by the success of deep learning in computer vision,
in this paper we seek for the possibility to apply high-level fea-
ture learning into 3D shape. However, borrowing deep learning
into 3D shape is not straightforward. As we know, image data is
represented by a rectangular grid structure (can be regarded as
a graph with fixed connections), which has the merit that multi-
level or hierarchical representation can be easily achieved. In
addition, the pixels of image can be represented in a fixed se-
quence, such as row-major order which converts a 2D array into
a linear array by storing one row after the other. It results in that
raw image pixel data or feature can be directly input to deep
learning framework. However, this framework does not work
for 3D models because 3D meshes are with different tessella-
tions and without any order, which is intrinsically different from
image data.

In order to overcome the problem, we propose a novel
framework which builds a bridge between 3D shape and deep
learning. The core idea is to extract a middle-level position-in-
dependent feature from any low-level 3D descriptors, and
then generate high-level features for 3D shape retrieval via
deep learning. The positional independence denotes that the
middle-level feature is irrelevant with the order of low-level
feature, as to handle the afore-mentioned paradox. The benefit
of these middle-level features lies in that they encode not only
the geometric information but also their spatial relationship.
In addition, this feature has a form of 2D as same structure of
normal images. Therefore it can be input into deep learning
framework for learning high-level features, which provides
structural information and have more powerful generalization.
The main contributions of this work are two-fold.

* We propose a deep learning framework for shape classifi-
cation and retrieval. To the best of our knowledge, it is the
first time to apply deep learning into 3D shape retrieval.

e Our work can extract higher level features from local
descriptors, and these features have better discriminability
and generalization against intra-class large geometrical
variations.

Experiments are conducted in both 3D shape retrieval and
recognition tasks. Results and comparison with state-of-the-art
methods indicate that the proposed method can achieve the
promising performance.

II. RELATED WORK

There have been many solutions to 3D shape recognition,
matching, classification, and retrieval in the last decade. These
solutions are directly related with shape description, and next
we will give a brief discussion on different description means.
Comprehensive and excellent reviews on descriptor and shape
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retrieval can be found in an early work [1] and latest work
[3]. According to different levels in shape representation, for
example, shape-level and part-level (element-level), state-of-
the-art methods can be divided into two gross categories: global
description and local description.

Global description only considers the whole shape character-
istics of a 3D model, and early representative works include Eu-
clidean distance distribution [22] and spherical harmonics de-
scriptor [23]. Geodesic of 3D shape has an immanent property
that its value is robust against articulated deformation, thereby
it is a good choice for generating descriptor. Jain et al. [24] pro-
pose to use first eigenvalues of the geodesic distance matrix of a
3D object to generate 3D shape descriptor which are isometry-
invariant. Smeets et al. [25] propose a similar approach which
is based on spectral decomposition of the geodesic distance ma-
trix (SD-GDM). Another different type of methods take into ac-
count global topological information of 3D shape, and convert
3D mesh into low-dimensional topology structure equivalent to
the connection of a 3D model. For example, skeletal represen-
tations of 3D volumetric objects are used to assist in retrieving
shapes with similar skeletons [26]. Mademlis ef al. [27] extract
medial surfaces of a 3D shape, and decompose the whole shape
into several parts for constructing a graph. Tierny et al. [28]
construct the Reeb graph of a closed 2-manifold 3D object sur-
rounding vertices located on the extremity of prominent compo-
nents, and segment it into a set of Reeb charts for 3D model re-
trieval. Barra and Biasotti [29] similarly defines shape parts and
their connection by aggregating the 10 kernels obtained from
10 different Reeb graphs. The merit of Reeb graph is that it
consists of only one dimensional graph structure excluding any
degenerate surfaces, which can simplify the problem of shape
retrieval.

View-based methods are special type of global descriptor
which based on an assumption that if two 3D models are geo-
metrically similar they also look similar. Different from above
mentioned methods, these methods do not require the utiliza-
tion of geometric attributes or topological relationship, and
hence are capable of handling 3D models with degeneration,
holes, and missing patches. They commonly rely on generating
panoramic view [30] or many projections of a 3D object at full
viewpoints, for example, captured from cameras located on an
unit sphere [31] or cube, and measure the similarity among
3D models by visual similarity which is considered as a direct
way consistent with human perception. Most of view-based
methods depend on camera array settings for capturing views
of 3D object, in order to relax the restriction, a camera con-
straint-free view-based approach [32] is proposed to achieve
better performance. An important problem existent in view
based 3D model retrieval is how to effectively organize and
build the relationship of many views of 3D objects, for ex-
ample, constructing hypergraph of views [33]. In order to avoid
the inefficiency from a large number of view comparison, Gao
et al. [34] adopt only a small set of query views to obtain less
computational cost during the comparison with target shapes.

Different from global representation of a 3D shape, local de-
scription captures important geometric changes on local regions
of 3D surface, which are distinctively discriminative with local
regions from another shape. An earlier and representative work
is spin images [35], and it has been introduced into 3D shape

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 16, NO. 8, DECEMBER 2014

retrieval [36]. Sipiran et al. [37] adopt 3D Harris detector to de-
tect interest points for 3D shape retrieval, which can be seen as
extension from 2D Harris detector measuring the variation in
the gradient of a given function (e.g., the intensity function of
a image) due to shifts in a local window. 3D SURF descriptor
[38] is recently proposed for classifying and retrieving similar
shapes.

The above local descriptions depend on extrinsic properties
constrained by location and orientation of 3D mesh, or a local
coordinate system defined on a mesh vertex. In order to provide
intrinsic properties of shapes, local descriptors without speci-
fying the descriptor position relative to an arbitrarily defined
coordinate system have been studied. Laplace Beltrami oper-
ator, which is a generalization of the Laplacian from flat space
to manifold, is considered appealing for 3D shape retrieval ben-
efiting from sparse, symmetric, and intrinsic properties and its
robustness to rigid transformation and deformation. Retrieval
methods [39]-[41] extract main eigenvalues and eigenvectors
of Laplace matrix generated on local regions to match different
regions of 3D shapes. In a recent work [42], 3D shape is also
partitioned into several connected iso-surfaces (annuluses) of
conformal factors, and expressed with a graph which node sub-
stitutes each annulus. Heat kernel signature [6], a recently pro-
posed local descriptor, absorbs much attention from researchers.
The rich local geometric information, invariance to isometric
deformations, and multi-scale characteristic make the signature
capable of working well in 3D shape retrieval and matching [5],
[7], [43]. In order to overcome the influence of diffusion time
changes under different shape scales [7], Fourier transform is
imposed on heat kernel signature at each given vertex to obtain
time invariants.

In this work, we aim at building high-level features of 3D
model by virtue of deep learning framework, and forming
a highly discriminative description to recognize intra-class
models with large geometric variations and separate irrelevant
objects. The difference between global description mentioned
above and proposed method lies in that extracted shape feature
are with higher descriptive power and not easy to be influenced
by whole geometrical and topological changes. Although
high-level features from deep learning are based on local
geometrical description, low-level local descriptors are difficult
to discriminate different parts with approximate descriptor
values, and middle-level local descriptors such as bag-of-words
only considers clusters of these local descriptors. We build the
connection relationship between high-level feature and local
descriptor via deep networks. Moreover, our work do not re-
quire the generation of many views compared with view based
methods, and hence reduce the storage cost and comparison
cost for 3D model retrieval systems.

III. HIGH-LEVEL FEATURE LEARNING FOR 3-D SHAPES

The proposed high-level feature learning method for 3D
shapes is carried out in the following three stages, and the
flowchart is depicted in Fig. 1.

A. Low-Level 3-D Shape Descriptors

In this research, we adopt scale-invariant heat kernel signa-
ture and average geodesic distance as the low-level 3D shape
descriptors, since these two local descriptors are robust against
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non-rigid and complex shape deformations. More importantly,
they both consider the global shape information, which is nec-
essary for global shape retrieval.

Heat Kernel Signature (HKS): HKS has caught much atten-
tion in shape retrieval [5], [7], [43], because it can capture rich
local geometric information, is invariant to isometric deforma-
tions, and has multi-scale characteristic. The heat diffusion over
a manifold mesh X is described by the heat equation

A a o —

(A+ E)u(.],,t) =0 )
where A represents the negative semi-definite Laplace-Beltrami
operator, w(x,t) is the distribution of heat on the manifold at
point z at time ¢. The initial condition is some initial heat distri-
bution u(x, 0) which typically is a Dirac delta function on the
analyzed vertex z, and boundary conditions are required if the
manifold has a boundary. The equation describes the conduction
of heat w on the surface X with respect to time ¢. The funda-
mental solution K;(z,y) of the heat equation is called the heat
kernel, which can be understood as the amount of heat trans-
fered from a source vertex « to a target vertex ¥ in time .

In order to obtain a compact point signature, Sun et al. [6] pro-
posed to use the diagonal of the heat kernel as a local descriptor,
referred to as heat kernel signature (HKS). For each point z on
the shape, its HKS is an n-dimensional feature vector as

HEKS(z) = c(z) (Kn(z, z),..., Kz, 2)) )
where ¢(x) is chosen in such a way that [|HKS(z)|2 = 1.
The HKS expresses the physical meaning that when a quantity
of heat is placed on a given vertex how much the heat is re-
mained after time £ elapses. This descriptor captures informa-
tion about the neighborhood of a point = on the shape at a time
scale defined by ¢, the information varies from small neighbor
with small ¢ to global shape with larger ¢. In addition, the com-
putation of HKS relies on the first eigenfunctions and eigen-
values of the Laplace-Beltrami operator, which can be done ef-
ficiently in the eigen decomposition.

Scale-Invariant Heat Kernel Signature (SI-HKS): However, a
limitation of the HKS is that it is sensitive to the scale of shape,
for example, when the shape becomes large the region described
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Flowchart of the proposed method.

by the HKS becomes small in the same time range. In order
to resolve the problem, Bronstein et al. [7] proposed a scale-
invariant heat kernel signature (SI-HKS) by Fourier transform
of the difference of the HKS, as follows:

hdiff("’;) = (logKaW (:L"/:L') —logKan (‘Lv‘L)- )
logKgrm (2,2) — logK yrem -1 (x,2))

SIHKS(2) = |[(Frusss (@) (w1, ..., wy)] )

where F is the discrete Fourier transform, and wy, . .., w,, de-

note a set of frequencies at which the transformed vector is
sampled. The scale-invariant values are obtained by first calcu-
lating the differences of logarithmic heat kernels between time
step T,, and 7,1, and then selecting the absolute values of
Fourier transform of the differences as features. Usually, a large
m is used to make the representation being insensitive to large
scaling factors.

Average Geodesic Distance: The average geodesic distance
(AGD) is introduced by Hilaga et al. [44] for the purpose of
shape matching. Let g(x;, «;) be the geodesic distance between
two vertices z; and z; on the mesh X, the average distance of
x; to all other vertices is defined as follows:

\/Z’I‘ EYqI“""A) (5)

Area(X

where Area(X) denotes the total area of the mesh. However,
it still suffers from the influence of scale changes as it is only
used to normalize the AGD value. Therefore, in its original im-
plementation [44], a minimum value of A,,(x) is used as nor-
malization factor to make the descriptor scale-invariant.

An,(ﬂ?i)

AGD?L Cy) — o ~-
(i) Ming, ex An(;)

Q)
For any n > 1, the value of AGD,, measures how “isolated” a
point is from the rest points of the surface. In addition, its local
maxima coincide with the tips of the surface.

However, the original AGD is not robust when using ex-
tremum value as a normalization factor, e.g. the use of the
intra-class geometric variations make the local descriptor
change easily. It is therefore difficult to be applied to generate
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Fig. 3. Histogram of each descriptor component over all models in SHREC 2007.

bag-of-words from a set of models. We then modify the nor-
malization factor in (6) to the mean of 4,,(z) as follows:

A‘n(xi)
Zw] exX A"(Q’J)/N

where N is the vertex number of the mesh. For any model, the
modified AGD descriptor has a fixed mean value 1.

Low-Level Descriptors: Finally, we concatenate the first six
frequency components of SI-HKS and AGD descriptor to form
a low-level shape descriptor as

AGD(.LZ) =

(7

F(x;) = (STHKS(x;)[w1, ... ws], AGD(x;)) 8)
where the dimension of the feature is M = 7. Although these
two features are just simply combined without weighting, in the
following step the feature weighting will be considered. Fig. 2
shows an example of extracted descriptors. For the SI-HKS, the
time-scale is set to be [1, 20] with an interval of 0.2, the number
of eigenfunction is set to 100, and the log time base & = 2. The

parameter of n in Eq. (5) is set to 1.

B. Middle-Level Features

In this step, bag-of-features are computed to represent the oc-
currence probability of geometric words. To this end, we do not
adopt the widely adopted clustering method to generate geo-
metric vocabulary, due to the value ranges of each dimension
in the descriptor are different as illustrated in Fig. 3, and conse-
quently the contributions to the feature discrimination are also
different. Thereby, without any weighting scheme to the de-
scriptors, the clustering lacks defensing against noisy feature
and can not handle feature variances. In this work, we adopt
Minkowski metric and feature weighting [45] for k-means to
generate geometric words more precisely.

After the geometric words C = {¢1,¢o,...,cx} of size K
is obtained, the next step is to quantize the low-level descriptor
space in order to obtain a compact representation. For each point
x € X with the descriptor F'(«:), we define the feature distribu-
tion ¢(z) = (¢p1(x),...,dx(x))” asa K x 1 vector whose

entries are
RIEOE czl%)

2
kB 0F T pnin

di(x) = e(z)exp < )
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where the constant ¢(z) is selected to satisfy ||¢(x)]|; = 1.
The above equation is a soft vector quantization. The advantage
is that it can generate more representative probability feature
values, and ¢;(z) can be interpreted as the probability of the
point z to be associated with the geometric word ¢;. Two pa-
rameters are utilized to control effects of vector quantization,
where 7,,,;, 1s the minimum distance between any two geo-
metric words, and kp,r is a parameter controlling the decay
coefficient along the distance to geometric word. Left column
figures in Fig. 4 visualize the index of most probabilistic word
on the mesh, and middle figures show the overall BoF distribu-
tion by summing all BoF distributions of vertices on the mesh.
From the figures in left column, we can intuitively see that for
the same type of shapes, the overall distributions of most proba-
bilistic word index have similar patterns, e.g. four-leg animals,
a cow and a horse. In contrast, the distributions for models in
different category are distinctly different.

The disadvantage of bag-of-features is the fact that they only
consider the occurrence distribution of the words and ignore the
structural relationship between them, which decreases their dis-
crimination. For geometric shapes, only using features of vertex
leads to limited descriptive capability, and the structural infor-
mation of vertices is more critical for representing 3D topolog-
ical connections. This issue also exists in natural language pro-

cessing, in which an effective approach is to extend the vocabu-
lary to include not only words but also contextual phrases. The
situation is analogous to the structural information of vertices,
which can be represented by means of spatially related geo-
metric words. Therefore, inspired by Shape Google [4], [5], we
use the geodesics on the mesh to measure the spatial relationship
between each pair of BoFs on vertices. Different from Shape
Google, we consider geodesic distance instead of heat kernel to
avoid the possible influence from time scale and shape size, and
introduce the geodesics-aware bag-of-features (GA-BoF)

viX)=N(X bz p(x )T exp (—k dM>
(X) =N 32 3 ot e
(10)
where N(X) is a normalization factor which makes features
have a fixed maximum value of 1, 7,44 is the maximal geodesic
distance of any pair of vertices on the mesh, and k,4 denotes the
decay rate of distances, which is selected empirically.

The resulting v is a K x K matrix, which represents the fre-
quency of geometric words 7 and j appearing within a specified
geodesic distance. This expression provides occurrence proba-
bility of geometric words and relationship between them. More-
over, it provides a position-independent representation of shape,
where the positional independence denotes the middle-level fea-
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ture is irrelevant with the order of low-level features or vertices.
Right column in Fig. 4 shows GA-BoF of three shapes. As can
be seen, the patterns of GA-BoF are similar between shapes in
same class, while they are obviously different between irrele-
vant shapes.

C. Feature Learning via Deep Learning

In order to further deeply mine the relationship of features
from intra-class shapes and inter-class shapes in a large dataset,
it is necessary to further learn high-level features from middle-
level features for 3D shapes. However, due to the intrinsic dif-
ferences between structures of 3D shapes and images or speech
data, it is difficult to input the raw mesh into the deep learning
directly. The GA-BoF can be regarded as a relationship matrix
each entry of which represents the occurrence probability of two
geometric words within a specified geodesic distance. Further-
more, all the shapes have the same size of GA-BoFs, and the
middle-level feature is invariant to the order and the number of
vertices on the mesh. Therefore, it is appropriate to construct a
deep learning network.

Recent works on deep belief networks (DBNs) [46], [47] have
shown that it is feasible to learn multiple layers of non-linear
features that are useful for object classification. The input data
are trained layer by layer in a restricted Boltzmann machine
(RBM) [48] by means of contrastive divergence (CD) [48]. Due
to the fact that DBN has shown good performance and is a prob-
abilistic approach, we adopt DBN as the feature learning method
to extract high-level features for the 3D shapes.

Restricted Boltzmann Machines: In order to make the paper
more self-contained, we succinctly discuss the concept of re-
stricted Boltzmann machine (RBM). RBM is a two-layer undi-
rected graphical model where the first layer consists of observed
data variables, and the second layer consists of latent variables.
The visible layer is fully connected to the hidden layer via pair-
wise potentials, while both the visible and the hidden layers are
restricted to have no within-layer connections.

The joint distribution p(v, h; &) over the visible units v and
hidden units h, given the model parameters § = {w,a,b}, is
defined in terms of an energy function E(v, h; ) of

cep(—E(v
zZ

 h;6))

p(v,h;0) = (11)

where Z = 7 >, exp(—FE(v,h;§)) is a normalization
factor or partition function. For a Bernoulli (visible)-Bernoulli
(hidden) RBM, the energy is defined as

ZZuUi h —Zb v; — Zaihi (12)

=1 j=1

E(v,h;0)

where w; ; represents the symmetric interaction between the vis-
ible unit v; and the hidden unit %}, b; and a; are biases, and V'
and H are the number of visible and hidden units.

Because there are no direct connections between hidden units
in a RBM, the conditional probabilities can be efficiently calcu-
lated as

(13)

v
plh;y =1v;f) =0 <Z WiV + a,j>

i=1
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H
plv; =1h;0)=0c Zwijhf" + b, (14)
i=1
where o(z) = 1/(1 + exp(—=z)) is a sigmoid activation
function.

The marginal probability that the model assigns to a visible
vector v is

N eﬂﬂP(—ZE(“h?”). (15)

The probability that the network assigns to a training data can be
raised by adjusting the weights and biases to lower the energy
of that data and raise the energy of other data, especially those
that have low energies and therefore make a big contribution to
the partition function. The derivative of the log probability of
training vector with respect to a weight is

Alog(p(v))
é)wi:,- (16)

where the angle brackets <> are used to denote expectations
under the distribution specified by the subscript that follows.
This leads to a very simple learning rule to perform stochastic
steepest ascent in the log probability of the training data

Awij = & (i) gyra = (iR} moder) (17)

where ¢ is a learning rate. It is noted that (v;h;)moder 1S €x-
tremely expensive to compute exactly, so that the CD approxi-
mation [48] to the gradient is used for updating the weightings.

p(v;b) =

= <1)’iilj>datu, - <vihj>n7,odlil

data

D. Deep Belief Networks

Stacking a number of the RBMs and learning layer by layer
from bottom to top gives rise to a DBN. It has been shown that
the layer-by-layer greedy learning strategy [46] is effective, and
the greedy procedure achieves approximate maximum likeli-
hood learning. In our work, the bottom layer RBM is trained
with the input data of GA-BoF, and the activation probabili-
ties of hidden units are treated as the input data for training the
upper-layer RBM, and so on.

Unsupervised Feature Learning: In the shape retrieval task, it
is difficult to obtain all class labels of the training data, thereby,
the un-supervised training is suitable for the mission. We use
the un-labeled 3D shape data to train the DBN layer-by-layer.
After obtain the optimal parameters § = {w, a, b}, the inputed
GA-BoFs are processed layer-by-layer with Eq. (13) till the final
layer. And the last layer’s output o(X) is used as the high-level
features. In the retrieval, Lo distance of the features is used to
measure the similarity of two shapes X and Y as

ds(X,Y) = [[o(X) = o(Y)ll2- (18)

Supervised Feature Learning: Usually, DBNs are trained in an
un-supervised fashion. If labels are provided to the networks,
recognition performance can be further improved, benefiting
from joint optimization of hidden layer and class labels. In
the shape recognition task, we fully utilize the information of
training set, including their features and corresponding labels,
so as to obtain a higher discriminative DBN. A discriminative
RBM [49] is adopted as the top layer of the DBN. After the
model is trained, by inputing the GA-BoF of the test data into
the model, the class label output is used to recognize the shape.
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IV. EXPERIMENTS

In order to assess the proposed method, we use three standard
3D shape benchmarks and a mixed dataset to evaluate the per-
formances on classification and retrieval. Several experiments
by using different parameters are performed to discover optimal
parameters, and then we use the optimal parameters to evaluate
the classification and retrieval performance.

Dataset: In this study, SHREC 2007 watertight models [50],
Princeton shapebenchmark[51], SHREC 2011 Non-rigid 3D wa-
tertight dataset [52], and a mixed dataset are used as the test data.

The SHREC 2007 watertight dataset [50] is made up of 400
watertight mesh models, subdivided into 20 classes, each of
which contains 20 objects with different geometrical variations
and also articulated deformations. The data set contains not only
natural objects but also man-made objects. SHREC 2011 non-
rigid dataset [52] consists of 600 watertight triangle meshes that
are transformed from 30 original models. The Princeton shape
benchmark (PSB) [51] contains a database of 3D polygonal
models collected from the web. There are 1,814 models which
are divided into three levels of classifications from geometric
level to functional level, and then to high level which just con-
sists of ‘manmade’ and ‘natural’ objects.

Implementation Details: The major part of the code is written
in MATLAB, and some parts of the codes are written in C 4 +.
The experiments are run on a computer with a 3.2 GHz Intel
Xeon CPU and 8 GB of RAM. The required time for com-
puting low-level descriptors per shape is about 3-12 seconds,
depending mostly on the number of vertices. Computational
time for generating the BoWs is 10-20 minutes depending on
the number of clusters. The calculation of GA-BoF for a model
will cost 5-9 seconds which related to the number of BoWs and
vertices. The DBN training is performed off-line, and the re-
quired time is about 20-30 minutes depending on the number of
hidden layer nodes and iteration number, while the computation
of high-level features by DBN is negligible.

A. Experiments on Classification

In order to assess the performance of the proposed method,
we first study the performance while setting different parame-
ters. We use average classification accuracy as the evaluation
measure for the following experiments. The training data are
randomly selected from the SHREC 2007 dataset, and the re-
maining data are treated as test data. First, let us see how the
different word numbers affect the classification accuracy. We set
the number to 64, 80, 100, 128, and 160 respectively, and obtain
different performances, which is shown in Fig. 5. In addition,
we use different number of training data to evaluate the perfor-
mance. As can be seen, generally small dictionary size of BoW
leads to lower classification accuracy. Although larger dictio-
nary size achieves better performance, the calculation time of
GA-BoF increases rapidly, which causes low computation per-
formance. Therefore, an optimal BoW number of 100 is selected
for the following experiments. From the Fig. 5, we can also get
that the averaged accuracy when using only 10% training exam-
ples (2 shapes) can achieve relatively acceptable results. There-
fore, the proposed method are not heavily rely on the number of
training examples. Different from image applications, usually
there do not exist so many 3D shapes for training, thereby it is
a special advantage for 3D shape applications.
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In the second experiment, we use different kg, to evaluate
the classification accuracy of training and testing data by using
the BoW number of 100. The results are plotted in Fig. 6. From
this figure, we can conclude that when kg, is 2, the best accu-
racy is achieved. When % g, F is larger than 2 it drops slowly. Be-
cause, this parameter controls how closely BoW are selected as
the BoF, larger value will make fewer similar BoW are selected.

Next, we study the effects of different £ 4. This parameter
controls the decay rate for calculating the GA-BoF. If small
value is set, a pair of vertices with large geodesic distance still
contribute to the GA-BoF, on the contrary small contribution
will be made to GA-BoF. When its value is turned larger, the
2D GA-BoF will degrade to BoF because of losing the neighbor-
hood relationship. Fig. 7 shows the classification accuracy under
different k4q. From the figure, we can see that when k.4 = 10,
the proposed method can achieve best performance.

In addition, we also check the influence from different
generation methods for bag-of-words. While using traditional
k-means to generate geometric vocabulary, the average accu-
racy is 83.0%. By using weighted k-means, the classification
accuracies are 83.5%, 84.5%, and 85.0% when 3 are 2, 3, and
4, respectively. From the results, we can conclude that by using
weighted k-means, the performance can slightly improved.

From the results of above experiments, we selected BoW,, =
100, kgor = 2, kyq = 10 as optimal parameters, and weighted
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k-means with § = 4 to apply into the proposed method for the
following experiments. The DBN is consisted of three hidden
layers, and node numbers of hidden layers from bottom to up
are empirically set to be 1000, 800, and 400, respectively.

In the following classification experiments, we randomly se-
lect 50% shapes in each category as training samples, and left
shapes as test data. We first use SHREC 2007 and SHREC 2011
to test the proposed method (3D-DL), where the confusion ma-
trices of classifications on both datasets are visualized in the
Fig. 8. In addition, we use support vector machine (SVM) to
train and test the shape classification by using the middle-level
feature: GA-BoF. The DBNs can be regarded as one type of
feature dimension reduction method, in order to demonstrate
the performance of DBNs compared with other similar tech-
niques, we also do experiments with Principal Component Anal-
ysis (PCA), Multidimensional Scaling (MDS), Linear Discrim-
inant Analysis (LDA), and Locally Linear Embedding (LLE)
to perform similar feature dimension reduction of GA-BoF be-
fore SVM classification. Furthermore we adopt Latent Semantic
Analysis (LSA) to analysis the classification accuracy, different
from above mentioned methods the first step is to construct
BoW-shape matrix which is similar to term-document matrix in
natural language analysis, and then use singular value decom-
position (SVD) to reduce the dimension of the feature of shape
prior to the SVM training and classification. The comparison
results are listed in Table I. From the numerical results, we can
draw the conclusion that through the process of DBNs, the char-
acterization capability of high-level feature is much better than
other linear or nonlinear feature enhancement methods. Due to
the fact that shapes in SHREC 2011 only contain articulated de-
formation and the shape variance is small, the shape classifica-
tion accuracy is much higher than that in SHREC 2007.

In the last experiment on classification, we choose the
Princeton shape benchmark [51] as the dataset to assess the ro-
bustness and multi-level classification of the proposed method.
Since some shapes are non-watertight, the geodesic calcula-
tion of pairs of vertices is impossible. Although approximate
mesh can be made through connecting each vertex’s k-nearest
neighbor vertices, this approximation may degrade the rep-
resentation accuracy of original shape. As a consequence, in
the low-level feature extraction, only the SI-HKS is adopted,
and the Euclidean distance is used as the spatial measure
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TABLE I
RECOGNITION PERFORMANCE (AVERAGE CLASSIFICATION ACCURACY %) BY
USING DIFFERENT FEATURES AND FEATURE ENHANCEMENT METHODS ON
SHREC 2007, SHREC 2011, AND PSB DATASETS

Dataset GA-BoF  PCA MDS LDA LLE LSA 3D-DL
SHREC 2007 68.0 785 79.5 715 72.5 76.5 85.0
SHREC 2011 93.2 98.3 98.3 90.7 97.3 98.3 99.7
PSB - base 383 43.8 44.5 40.2 421 43.5 51.3
PSB - L1 42.7 47.1 48.4 439 46.5 47.2 56.6
PSB - L2 50.7 54.6 55.9 51.7 53.7 56.4 64.6
PSB - L3 714 76.5 77.1 72.5 73.7 75.3 85.1

for GA-BoF computation. Four levels of classifications are
conducted, the levels are ‘base’ (fine grained), ‘L1°, ‘L2’, and
‘L3’ (coarsest). In the ‘base’ level, same functional objects
are divided into several classes based on the geometric differ-
ences. In the ‘L1’ level, shapes are divided into 42 categories
including animals, plants, airplanes, furniture, etc. In the ‘L2’
level, the classification has seven categories: animal, building,
furniture, household, plant, vehicle, and a miscellaneous cate-
gory. For the last level, the classification partitions models into
manmade and natural. The classification results are also listed
in Table I for better comparison. From the above results, we
can conclude that the high-level feature extracted by the deep
network is more discriminative, and it can achieve much higher
recognition accuracy.
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Fig. 9. Similarity matrices computed based on GA-BoF and the proposed method, for all the models from the SHREC 2011 dataset. Brighter color implies greater
degree of similarity. Left: Calculated by using GA-BoF features. Right: Calculated by using learned features.

B. Experiments on Retrieval

Evaluation Metrics: We use six standard evaluation metrics
to assess the performance of the proposed method. They are
precision-recall curve, nearest neighbor (NN), first tier (FT),
second tier (ST), E-measure (E), and discounted cumulative
gain (DCG), where the detailed definitions can be found in [51].

Training Dataset: In order to train a higher discriminative and
domain independent DBN, we use the training data not only
from a single dataset, but from a mixed dataset which is aggre-
gated from multiple 3D shape datasets including SHREC 2007
[50], McGill 3D Shape Benchmark [56], SHREC 2011 [52],
Princeton shape benchmark [51], and TOSCA shapes [57]. The
number of shapes is 1400, which are divided into 58 categories.
The shapes in our training dataset contain articulated deforma-
tion, in addition shapes have sufficient and diverse variations,
and consequently it is helpful to boost the generalization of the
DBN.

Experiments on SHREC 2011: First, we use the SHREC 2011
dataset to evaluate the retrieval performance of the proposed
method. In the experiment, we use the shapes in training dataset
to train a DBN, and then use the meshes in SHREC 2011 to
generate high-level features for similarity calculation.

The similarity matrices which are computed based on
GA-BoF and the proposed method are shown in the Fig. 9.
The similarity matrix calculated by using GA-BoF is shown
in the left of Fig. 9, and similarity matrix calculated by using
deep learning is shown in the right. From the figure, we can
see that after the feature learning, the intra-class similarity
is increased, and the inter-class similarity is decreased, and
consequently, the proposed high-level feature can improve the
retrieval performance.

The recall-precision curves of some state-of-the-art methods
and the proposed method are plotted in Fig. 10. From the figure,
we can see that the proposed method achieves better overall
retrieval performance, although the precisions of the proposed
method are not good than spectral decomposition of geodesic
distance matrix (SD-GDM) [25] when the recall is under 0.4.
The numerical evaluation measures are listed in Table II. From
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Fig. 10. Recall-precision curve of some state-of-the-art methods and the pro-
posed method on SHREC 2011 dataset.

TABLE II
RETRIEVAL PERFORMANCE ON THE SHREC 2011 DATASET

Methods NN(%)  FT(%) ST(%) E(%)  DCG(%)
FOG [52] 96.8 81.7 90.3 66.0 94.4
BOW-LSD [41] 95.5 67.2 80.3 57.9 89.7
MDS-CM-BOF [53] 99.5 91.3 96.9 71.7 98.2
BOGH [52] 99.3 81.1 88.4 64.7 94.9
LSF [52] 99.5 79.9 86.3 63.3 94.3
ShapeDNA [54] 99.2 91.5 95.7 70.5 97.8
Harris3DGeoMap [52] 56.2 325 46.6 322 65.4
HKS [52] 83.7 40.6 49.7 353 73.0
MeshSIFT [55] 99.5 88.4 96.2 70.8 98.0
SD-GDM [25] 100.0 96.2 98.4 73.1 99.4
GA-BoF 98.6 91.0 97.4 (48.7) 68.3 97.2
3D-DL 99.7 94.1 99.2 (49.6) 72.3 99.6

the table, we can conclude that although NN, FT, and E mea-
sures obtained by the proposed method are not as good as that
generated by SD-GDM, ST and DCG are shown to be superior
than SD-GDM. The numerical result are consistent with the re-
call-precision curve in Fig. 10, and we can conclude that the
proposed method has better overall retrieval performance. It is
need to be note that the ST values in SHREC 2011 are two times
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method on SHREC 2007 watertight dataset.

TABLE III
THE PRECISION VALUES OF 20, 40, 60, AND 80 RETURN ITEMS ON SHREC
2007 WATERTIGHT DATASET

Methods 20 (%) 40 (%) 60 (%) 80 (%)
DLE [50] 546 329 241 9.0
MDD [50] 62.6 36.6 2622 20.5
STT [50] 56.4 34.6 252 19.9
SI-MSC [50] 604 36.6 262 205
aMRG [50] 714 414 29.0 225
ERG [29] 62.4 415 30.5 244
GA-BoF 56.7 333 24.1 19.0
3D-DL 72.9 2.1 317 258
TABLE IV

THE RECALL VALUES OF 20, 40, 60, AND 80 RETURN ITEMS ON SHREC 2007
WATERTIGHT DATASET

Methods 20 (%) 40 (%) 60 (%) 80 (%)
DLE [50] 546 65.8 724 763
MDD [50] 62.6 732 78.6 82.1
STT [50] 56.4 69.2 75.6 79.8
SLMSC [50] 604 732 78.8 822
aMRG [50] 71.4 82.8 87.2 90.2
ERG [29] 62.4 82.9 91.6 97.5
GA-BoF 56.7 66.7 722 76.0
3D-DL 72.9 84.2 92.6 94.7

their correct values. In oder to give a clear comparison we list
both values, where the correct values are listed in brackets.

Experiments on SHREC 2007 Watertight Dataset: In order to
assess the robustness of the proposed method, we also perform
an experiment on the SHREC 2007 watertight dataset [S0]. The
pre-calculated geometric vocabulary and the DBN are used to
generate high-level features for shape retrieval.

The recall-precision curves of the proposed method and
some other methods are shown in Fig. 11, which include
depth line encoding (DLE) [50], multivariate density-based
descriptor (MDD) [50], spherical trace transform (STT) [50],
silhouette intersection and multi-scale contour (SI-MSC) [50],
augmented multi-resolution Reeb graph (aMRG) [50], and
extended Reeb graphs (ERG) [29]. Numerical values for the
averaged precision and recall on all the models in the dataset
are listed in Tables I1I and IV, respectively. We list these values
of returned 20, 40, 60, 80 items, which are 1, 2, 3, and 4 times
the size of each class, and these results show that our method
is comparable to the representative methods evaluated on the
dataset.
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TABLE V
THE DCG VALUES OF VARIOUS TRANSFORMATIONS ON SHREC 2007
WATERTIGHT DATASET

Strength

Transform 1 2 3 4
None 91.67

Holes 9124 91.08 90.85  90.17
Micro holes  91.48  91.32  91.05  90.92
Scale 91.62 9149 9127 O9I.11
Sampling 91.01  90.84  90.39  90.13
Noise 91.64 9159 9145 9130
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Fig. 12. Recall-precision curve of the proposed method on a mixed dataset.

We also apply various transformations on the dataset to
evaluate the robustness of the proposed method. For each
transformation, different transformation strengths are adopted
to the models from slight (level 1) to strong (level 4). The
DCG values computed based on different transformations are
listed in Table V. Because we use SI-HKS and AGD which
are robust against noise and scale, furthermore, geodesic dis-
tance is adopted as distance measure to calculate middle-level
feature, therefore, the retrieval performances do not decline
significantly.

Experiments on Mixed Dataset: Finally, we use a mixed 3D
shape dataset as testing data to evaluate the domain irrelevant
property and robustness of the proposed method. The construc-
tion of the test dataset is similar to that of training dataset. The
shapes are randomly selected from multiple datasets as men-
tioned above, and the selection ensures that they are not included
in the training dataset. There are 620 meshes in the test dataset
which are divided into 31 categories, and there are 20 meshes
in each category. In this experiment, we also use the shapes in
the training dataset to train a DBN, and then use the DBN to
generate high-level features for shapes in the mixed dataset.

The recall-precision curves of the proposed method are
shown in Fig. 12. By using the DBN to compute high-level fea-
tures, the precision is greatly improved from the GA-BoF. The
numerical evaluation measures are listed in Table VI. From the
table, we can conclude all of the measures are improved from
using GA-BoF to high-level features. The DCG improvement
is 9.4%, which demonstrates that the proposed method has the
capability to improve retrieval performance by using learned
features.

In addition, we perform an experiment by using variant
number of training data and fixed test data. In this experiment,
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Fig. 13. DCG values of the proposed method under different training data num-
bers.

TABLE VI
RETRIEVAL PERFORMANCE OF THE PROPOSED METHODS USING FIVE
STANDARD MEASURES ON THE MIXED DATASET

Methods NN(%) FT(%) ST(%) E(%) DCG(%)
GA-BoF 84.1 59.4 35.6 50.7 81.9
3D-DL 85.8 67.7 39.8 56.8 89.6
Improvements (%) 2.0 14.0 11.8 12.0 9.4

in order to avoid the influence from varying vocabulary, we
use fixed geometric vocabulary to generate GA-BoFs. The
results are plotted in Fig. 13 and listed in Table VI. Due to the
GA-BOoF is independent to the training data, the DCG value by
using GA-BoF is a const value of 81.9%. However, through the
feature learning, the retrieval performance is improved with the
increasing of training data size, and the retrieval performance
could be further improved by using more training data.

V. CONCLUSION

In this paper, we present a novel three-level feature extrac-
tion framework for recognition and retrieval of 3D shapes. In
the first stage, low-level 3D shape descriptors are extracted to
represent the intrinsic geometric properties. And then a geo-
metric vocabulary is built to compute local structure insensi-
tive bag-of-features. Finally, DBN is adopted to learn structural
high-level features. These high-level features are employed to
perform 3D shape recognition and retrieval. The experiments re-
sults show that the learned high-level features are more discrim-
inative which can suppress intra-class variation and enhance
the inter-class similarity separation. From the retrieval results
shown in Fig. 10 and Fig. 12, the overall retrieval performances
are boosted by using the learned high-level feature compared to
that using the middle-level features.

Different from traditional deep learning methods used in
computer vision, we adopt middle-level features as the input
for deep learning in this work. The reason lies in that 3D shapes
have complex structures, and also lies in that it is hard to seek
a beginning position and make a comparable sequence. In
addition, 3D shapes are usually known to be poor in features,
and thus descriptors are less informative compared to image
data. Therefore, directly applying deep learning for high-level
feature learning causes low performance. Furthermore, using
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low-level features as input for deep learning may require lots
of training data. But usually 3D shape dataset only contains
a small amount of shapes, thereby, it is difficult to achieve
commendable accuracy. Through the proposed method, only a
small amount training samples are required to train the DBN,
and adequate performance can be accomplished. As shown in
Fig. 5, even 2 training samples for each category are used in
training, the classification accuracy of test data is 70% for 20
types of shapes. Therefore, the proposed method has the merit
of efficient training. Nevertheless, the retrieval performance
can be further improved by utilizing more training data as
demonstrated in Fig. 13.

Limitations: However, based on the theory of deep learning,
using the middle-level features may cause the lower generaliza-
tion, because during the middle-level features processing some
information is lost, especially the local geometric connections.
In addition, in the proposed method, the features for the deep
learning input are global features. Although we adopt geodesic-
sensitive BoFs to preserve the geometrical relationship of BoFs,
the local connection information is still missing. Hence, the pro-
posed method is difficult to apply to more sophisticated tasks
such as segmentation, partial retrieval, and symmetric detection.

Future Works: First, at present we only investigate SI-HKS
and AGD as the low-level descriptors. Other local descriptors
will be studied in the following research. Second, the GA-BoF
is adopted as the middle-level features in current work. It is nec-
essary to study other methods which can preserve more struc-
tural information for feature learning. Third, it is necessary to re-
search novel deep learning method that can directly processing
graph-based data, including 3D mesh data, communication net-
work, and traffic network, which makes it have wider applica-
tion fields with better performance.
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