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Effective features and graphical model are two key points for realizing high performance scene parsing.
Recently, Convolutional Neural Networks (CNNs) have shown great ability of learning features and
attained remarkable performance. However, most researches use CNNs and graphical model separately,
and do not exploit full advantages of both methods. In order to achieve better performance, this work
aims to design a novel neural network architecture called Inference Embedded Deep Networks (IEDNs),
which incorporates a novel designed inference layer based on graphical model. Through the IEDNs, the
network can learn hybrid features, the advantages of which are that they not only provide a powerful
representation capturing hierarchical information, but also encapsulate spatial relationship information
among adjacent objects. We apply the proposed networks to scene labeling, and several experiments are
conducted on SIFT Flow and PASCAL VOC Dataset. The results demonstrate that the proposed IEDNs can
achieve better performance.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

As the intelligent time is coming, computer vision as an important
technical field of artificial intelligence has achieved rapid development
in recent years. Scene parsing, a complex high level vision task not
only detecting and segmenting the different objects but also recog-
nizing what classes the objects belong to, is primarily important for a
wide scope of applications. The core technique for realizing the scene
parsing is to label every pixel in images with accuracy as high as
possible [1,2].

Compared to scene parsing, image classification task [3] recently
has made a significant breakthrough. The image classification usually
assumes that the object of interest is centered and at a fixed scale, as a
consequence the object localization problem is not vital. However, real
scenes are complex and volatile, rarely just containing a single object
or object class, hence scene parsing belongs to a multi-label classifi-
cation task caring the object location and recognizing every isolated
object in a scene, which leads to some challenging problems. The
latest researches show that there are two keys affecting the perfor-
mance of scene labeling: one is how to extract good representations of
images [4–6], and the other is how to infer and improve the object
class based on their spatial relationship between different objects in
images [7,8].
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In the last decade, lots of researches have been conducted to find
good features that represent the intrinsic properties of objects and
many effective features are proposed, such as Gist [9], HoG [10], SIFT
[11], SURF [12], and so on. Although these features have achieved
great performance in some vision applications, they just depict one
part information of object in images, which causes inconsistent
performance in different tasks, thereby they have limited perfor-
mance and application range. Moreover, these features are extrac-
ted with systems relying on carefully engineered design, which
increases the difficulty for further improvement. Some researches
[13,14] are explored through simulating human vision mechanism,
and some achievements have been made. In order to overcome the
shortcomings of these features, deep learning [15–22] based feature
learning methods have been investigated and become the main-
stream of vision researches. Over the several past years, Convolu-
tional Neural Networks (CNNs) [23,24], one type of deep learning
methods, have pushed the performance of computer vision systems
to soar heights on a broad array of high-level techniques, including
image classification [23,24], object detection [24,25], fine-grained
categorization [26], and so on. The success is partially attributed to
three aspects: First, CNNs, a powerful machine learning model,
automatically learn feature from image databases and are inde-
pendent of the target dataset, which removes the demand to
compute over lots of hand-crafted features and the need for feature
selection. Second, they are deep architectures having the capacity to
learn more complex non-linear model than the traditionally shal-
low ones [4], such as Support Vector Machine (SVM) [27] or Neural
Networks (NN) [28]. Third, CNNs are inherent invariance to local
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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image transformations, which underpins the ability to learn robust
abstractions of data [29].

Despite the ability of learning powerful object representations,
when CNNs are applied to scene labeling task there are still existing
two obstacles including signal downsampling problem and relatively
weak spatial description. The first problem comes from the repeated
combination of max-pooling and downsampling operation carried out
at each layer of standard CNNs, which reduces the chance of obtaining
a fine segmentation output and then leads to non-sharp boundaries in
semantic segmentation tasks. The second problem is related to the
fact that obtaining high quality parsing requires strong invariance to
global and local spatial transformations, which inherently limits the
spatially representative accuracy of the CNNs model [26].

To remedy the issues from existing deep learning techniques,
probabilistic graphical models have been adopted as effective meth-
ods to boost the accuracy of scene labeling tasks. Conditional Random
Fields (CRFs) [30], one type of the most successful graphical models,
have been widely applied to address the parsing problem due to its
great performance on inferring the spatial dependencies between
objects. It linearly combines class scores computed through multi-
label classifiers with the low level features extracted from pixels,
edges, or superpixels. The key idea of CRF inference for scene labeling
is to formulate the label assignment problem as a probabilistic infer-
ence problem. CRF can be used to refine weak and coarse label pre-
dictions to generate sharp boundaries and fine-gained segmentations.
Therefore, CRF can be applied to overcome the drawbacks of CNNs in
scene labeling tasks. Farabet et al. [2] propose a method to use CRF to
refine the classification results only using CNNs, and better results are
achieved. Kae et al. [31] propose a method combining CRF and
Restricted Boltzman Machine (RBM) to better accomplish face
labeling.

In this paper we propose a novel neural network called Inference
Embedded Deep Networks (IEDNs) for scene labeling which comprise
both advantages of CNNs and CRFs. Different from the way of some
previous work combining deep learning methods with CRFs [2,31],
which regards the deep learning methods as feature generative model
to extract high-level hierarchical features and treats the CRFs as a label
discriminative model to give the final category of every pixel, we
design a novel structure of networks considering CRFs model as one
type of layer for IEDNs, which makes the networks have explicitly
structural learning ability. In brief, IEDNs consist of following three
major type layers:

(1) Feature learning layer: CNNs are adopted to generate a feature
vector containing hierarchical information for every pixel in
images. The networks can learn different scales of pyramid ver-
sion representations of the input image, which means the
representations can capture abundant shape and contextually
hierarchical information with the properly trained networks. We
call these features deep hierarchical features (DHF).

(2) Structural learning layer: In order to improve the structural
representative performance of deep learning features, we
formulate the CRF as one layer of the IEDNs to explicitly learn
the spatial relationship of objects in images. The graphical
model is trained with DHF, and gives optimal label of each
pixel or superpixel according to the trained parameters. Then
we encode the region information with spatial distance rela-
tionships to generate spatially inferred features (SIF).

(3) Feature fusion layer: Above-mentioned two types of features
have their own advantages. To explore non-linear information
and to generate stronger representative features, we use Deep
Belief Networks (DBNs) [4,32] to fuse DHF and SIF.

Because the structural learning is integrated into the deep learning,
consequently compared to previous works, there are three main
contributions as follows:
Please cite this article as: S. Bu, et al., Scene parsing using inference E
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� Explicitly structural learning: The CNN uses the pooling and
downsampling to make upper layer covering larger region.
Through this way the CNN implicitly learns structural rela-
tionship in small regions. However, a massive training samples
including various combination of different objects location
relationship are needed to fully train the networks. In this work,
CRF is regarded as a layer of the network, therefore, the struc-
tural learning can be conducted explicitly, and consequently
improve the performance of inference.

� Spatially inferred features: A novel feature encoding spatial
relationship between objects in images is proposed. By this way,
not only the feature of object itself is used to estimate its class,
also its neighbor information is encoded. Thereby the spatial
inference performance can be better.

� Fusing multimodal features: To further improve the performance,
feature fusing is adopted to learn their intrinsic non-linear
relationships. Through fusing multimodal features, comprehen-
sive local and global information can be encapsulated to
increase the accuracy of scene labeling.

In the proposed method, CRF is trained separately and back pro-
pagation optimization is not performed, therefore, the structural
learning is not a strict layer of neural networks. However the structural
learning in the proposed method can be regards as a processing layer
of deep neural networks. The CRFmodel can explicitly learn the spatial
relationship of objects in image, therefore, it can overcome drawback
that traditional deep neural networks lack long-range spatial infer-
ence. Consequently, the scene parsing performance can be boosted.
Furthermore, one benefit of training train these layers individually is
that these three separated modules can be trained repeatedly at the
same time, which makes the deep networks trained more easily and
quickly, so that this way reduces the time consumption.

To evaluate the proposed IEDNs, several experiments are con-
ducted on SIFT Flow and PASCAL VOC datasets. Comprehensive com-
parisons and analyses indicate that the IEDNs have better perfor-
mance on scene parsing.
2. Related work

In recent years the scene parsing has been explored by a lot of
researches, many of which depend on Markov random fields (MRFs)
[7], CRFs [30], or other graphical models [33] to ensure the consistency
of the labeling. Jamie et al. [1] propose a mixture model effectively
incorporating context, layout, and texture information to extract fea-
tures, and then use a conditional distribution over the class labeling
given a image. The use of a CRF allows to fuse context, layout, texture,
color, edge, and location cues in a single unified model, which is a
benefit for automatic visual understanding and semantic under-
standing of photographs. Motivated by the observation that each
quantization has its fair share of pros and cons and the existence of a
common optimal quantization level suitable for all object categories is
highly unlikely, Russell et al. [34] propose a hierarchical random field
model allowing integration of features computed at different levels of
quantization hierarchy, which can infer better segmentation and
recognition results. Gould et al. [35] propose a region-based model
that combines appearance and scene geometry to automatically
decompose a scene into semantically meaningful regions, and present
an effective inference algorithm to optimize the energy function of
graphical model. Tighe et al. [36] present a simple and effective
nonparametric approach to the problem of image parsing, the method
works by superpixel-level matching with local features and efficient
MRF optimization for incorporating neighborhood context informa-
tion. This method does not require training, and furthermore it can
easily scale to datasets with thousands of images and hundreds of
labels, therefore it is fast used to realize vision task. In order to
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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overcome limitations that traditionally methods use homogeneous
superpixel based modeling, Wang et al. [37] propose a unified fra-
mework which aggregates multiple saliency cues in a global context.
In addition, an energy minimization function is formulated to model
neighborhood consistence constraint and appearance consistency
jointly. Ordinary CRFs used in practice typically have edges only betw-
een adjacent image pixels, to represent object relationship statistics
beyond adjacent pixels, a fully connected CRFs [38] that has an edge
for each pair of pixels, which augments the pixel-wise CRFs to capture
object spatial relationships and improves the performance of the
graphical model.

Even though graphical models have achieved an ascendant per-
formance on scene understanding, they still strictly rely on the repr-
esentative ability of features. Deep learning based feature extra-
ction methods recently boost the development of scene labeling task.
Farabet et al. [2] propose an approach that uses the multi-scale con-
volutional network trained with raw pixels to learn dense feature
vectors that encode regions of multiple sizes centered on each pixel.
The method learns feature without engineered design, and generates a
powerful representation capturing texture, shape, and contextual
information. Then a classical CRF model is constructed on the super-
pixels as the strategy to complete the scene parsing task. Girshick et al.
[39] propose region based CNNs, which first generate category-
independent region proposals to get the set of candidate regions,
then uses a large convolutional neural network to extract a fixed-
length feature vectors from every region, finally adopts linear SVMs
model to tag the labels for each feature vector. This method applies
high-capacity CNNs to bottom-up region proposals, therefore it can
localize and segment objects accurately. Socher et al. [40] notice that
recursive structure is commonly found in the different modal inputs
like natural language sentences and natural scene images, and discover
this structure can help us to identify not only the units that an image or
sentence contains but also how they interact to form a whole. Moti-
vated with this observation, they introduce a max-margin structure
prediction architecture based on recursive neural network (RNN),
which can successfully recover such structure both in complex scene
images as well as sentences. It is well known that directly applying the
forward and backward propagation to pixelwise classification in patch-
by-patch scanning manner is extremely inefficient due to the fact that
surrounding patches of pixels have large overlaps. Li et al. [41] present
highly efficient algorithms for performing forward and backward pro-
pagation of CNNs for pixelwise classification on images. The algorithms
cut all the redundant computation in convolution and pooling opera-
tion through introducing novel d-regularly sparse kernels.

Recently, CRFs and deep learning methods have been fused to
complete scene parsing. Zheng et al. [42] introduce a new form of
Convolutional Neural Network that combines the merits of CNN and
CRF. They formulate CRF as recurrent neural networks and call the
networks CRF-RNN. Then CRF-RNN is plugged in as a part of CNN to
obtain a deep network that has desirable properties of both CNN and
CRF. In this way, their system fully integrates CRF modeling with CNN,
making it possible to train the whole deep network end-to-end with
the usual back-propagation algorithm, avoiding offline postprocessing
methods for object delineation. Through combining the strengths of
deep CNN to learn powerful feature representations, with CRFs which
can capture contextual relation modeling, Lin et al. [43] show great
performance on semantic segmentation task. Unlike previous works,
their formulation of “deep CRFs” learns both unary and pairwise terms
using multi-scale fully Convolutional Neural Networks (FCNNs) in an
end-to-end fashion, which enables to model complex spatial relations
between image regions. Moreover, they propose a novel method for
efficient joint training of the deep structuredmodel based on piecewise
training, which avoids repeated inference, and so is computationally
tractable. Cogswell et al. [44] present a two-module approach to
semantic segmentation that incorporates CNN and Graphical Models.
Graphical models are used to generate a small (5–30) set of diverse
Please cite this article as: S. Bu, et al., Scene parsing using inference E
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segmentations proposals, such that this set has high recall. A Novel
CNN called SegNet is used to generate complex features. Importantly,
SegNet is specifically trained to optimize the corpus-level PASCAL IOU
loss function. This two-module approach achieves good performance
on the segmentation challenge. Liu et al. [45] combine the CNN and
CRF to complete the image segmentation task. They propose to exploit
pre-trained large CNN to generate deep features for CRF learning. Then
the CRF parameters are learned using a structured support vector
machine (SSVM). To fully exploit context information in inference, they
construct spatially related co-occurrence pairwise potentials and
incorporate them into the energy function. Chen et al. [26] bring
together methods of deep Convolutional Neural Networks (DCNNs)
and probabilistic graphical models for addressing the task of pixel-level
classification. They overcome the poor localization property of deep
networks by combining the responses at the final layer of DCNN with
fully connected CRF. Their “DeepLab” system is able to localize segment
boundaries at level of accuracy which is beyond previous many
methods. In addition to scene labeling task, convolutional network and
graphical model based methods are also applied in human pose esti-
mation. Tompson et al. [46] propose a hybrid architecture that consists
of DCNNs and MRF. They use this hybrid architecture to exploit
structural domain constraints such as geometric relationships between
body joint locations, and improve the performance through jointly
training these two model paradigms.

Different from above mentioned methods, we treat the gra-
phical model as one type of layer in the deep neural network to
improve the explicitly inference capability, and use the inference
results to generate SIF which includes middle/large-range struc-
tural relationships. Thereby, both advantages of deep learning
based feature extractor and graphical model can be retained at the
same time. Moreover, to fully grasp the intrinsic of complex object,
DBNs are adopted to fuse DHF and SIF, and non-linear relation-
ships of them can be discovered.
3. Inference embedded deep networks

The proposed IEDNs consist of three units: feature learning layer,
structural learning layer, and feature fusion layer. The feature learning
layer mainly comprises the convolutional layer, pooling layer, and
rectifier linear unit. The structural learning layer is used to learn
spatial relationship of superpixels. The feature fusion layer uses DBNs
to learn object features and spatial distribution features together. The
flowchart of the proposed method is depicted in Fig. 1.

3.1. Feature learning layer

In computer vision task, strong representations are vital for good
performance. Recent researches show that good intrinsic representa-
tions are hierarchical. The structure is like that pixels are assembled
into edglets, edglets into motifs, motifs into parts, parts into objects,
and objects into complex scenes, which means the step of extracting
features is layer by layer. Deep leaning based feature extractors pro-
vide a powerful framework to learn such hierarchical features.
Moreover, convolutional operation is close to mechanism of human
eyes capturing features, which makes the networks highly invariant to
translation, scaling, tilt, or other deformations. Here, we use CNNs to
learn the DHF, and the operational principle is illustrated in Fig. 2.

3.1.1. Convolutional neural networks
Convolutional neural networks are trained with multiple stages.

The input and output of each stage are sets of arrays called feature
maps. In this research, color images are used as the input of neural
networks, thus each feature map can be regarded as a two dimensional
array containing color channels of the input images. After one stage,
the output feature map is treated as further abstraction of input feature
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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Fig. 1. The flowchart of the proposed method. The IEDNs consist of three major types of layers: feature learning layer (Convolutional Neural Networks), structural learning
layer (Conditional Random Fields), and feature fusion layer (Deep Belief Networks).

Fig. 2. The principle of feature learning.
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map. Each stage is composed of three parts: convolutional operation,
non-linearity transformation, and feature pooling. A typical CNN con-
tains several such 3-part stages, and finally use softmax to perform the
classification. The details of CNN are introduced as follows.

The CNNs with L layers can be described as a sequence of linear
transformations (n operator), interspersed with non-linear symmetric
squashing units like sigmoid function or tan h function (non-linear
operator), and pooling/subsampling operations (pool operator). The
input image I of networks are seen as three dimensional arrays,
consisting of the number of feature maps, the height of the maps, and
the width. The output of the l-th stage is denoted with Fl. For each
layer l, we have:

Fl ¼ pool ðtanhðWlnFl�1þblÞÞ; ð1Þ
Please cite this article as: S. Bu, et al., Scene parsing using inference E
doi.org/10.1016/j.patcog.2016.01.027i
for lA1;…; L, bl is the bias parameter of the l-th layer, Wl is the
convolutional kernel. The initial feature map is the input image F0 ¼ I.
Therefore, each stage is stacked into the whole networks layer
upon layer.

In our model, the convolutional kernelsWl and the biases bl are the
trainable parameters. The tanh function is the point-wise hyperbolic
tangent function. The pool operation is a function considering a
neighborhood of activations and generating one activation in every
neighborhood. Max-pooling operator is regarded as the pool function,
which gets the maximum activation in the neighborhood and brings
the built-in invariance to translations.

Once output feature maps of all layers have been generated, we
upsample them into the same size of input image and then con-
catenate them to produce a three dimensional arrays FARN�H�W ,
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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Fig. 3. The illustration of structural learning layer.
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in which the three dimensions are the height of images H, the
width of images W, and the number of feature maps N. The arrays
F can be seen as hierarchical descriptors:

F ¼ ½upðF1Þ;upðF2Þ;…;upðFLÞ�; ð2Þ
where up operator is an upsampling function, upðFlÞARNl�H�W , Nl

means the number of feature maps or the number of filter kernel
in l-th layer. For a pixel in a image, its final descriptor can be
denoted as pARN . In principle, making full use of the outputs of all
layers can generate stronger features. However, in fact the infor-
mation in some feature maps is redundant, which will reduce the
computational effi-ciency. Therefore, in practice we just select the
outputs of several layers to produce the descriptors F to improve
the efficiency and ensure the quality of the features at the same
time. The details of parameters will be explained in experiment
section.

3.1.2. Superpixels
Predicting the class of each pixel independently from the

neighbors will lead to error predictions resulted from various
noise. A simple cleanup can be obtained through forcing local
regions of the same color intensities to be assigned a single label.
Therefore, we use simple linear iterative clustering (SLIC) [47] to
generate superpixels from input images. There are three main
advantages of using superpixels as the elementary units:

� To improve the ability of anti-noise.
� The number of pixel is far more than that of superpixel in a

image, therefore the overall processing can be boosted.
� Since superpixels tend to preserve boundaries, a very accurate

segmentation can be obtained with simply finding the super-
pixels in which part of the object, which boosts the perfor-
mance in scene parsing task.

A complex scene image contains various type of boundaries, and
SLIC can preserve the boundaries of adjacent objects well, which is
more reasonable for scene parsing. In addition, it has high efficiency to
generate superpixels. For each superpixel composed of lots of pixels,
we compute the average feature value with features of pixels in the
segmented region, where the feature is denoted as SpARN .

3.2. Structural learning layer

Even that CNNs can learn great descriptors containing hier-
archical information, it might still be prone to misclassification
Please cite this article as: S. Bu, et al., Scene parsing using inference E
doi.org/10.1016/j.patcog.2016.01.027i
without neighborhood information. Moreover, the networks can-
not explicitly learn features with middle or large range structures,
what is to say, the hierarchical features learned with CNNs lack
strong spatial relationship representations between objects. To
remedy the drawbacks of CNNs, we introduce superpixels based
CRF model to explicitly learn the spatial distribution of objects and
generate the SIF. The illustration of the structural learning is
shown in Fig. 3.

3.2.1. Conditional random fields
For the purpose above mentioned, we define a graph G¼ ðV ; EÞ,

where vertices vAV and edges eAEARV�V . Each superpixel in the
image is regarded as a vertex, and edges are the relationships between
every neighboring nodes. An edge consisting of two vertices vi and vj
is denoted with eij. The energy function of CRF is composed of a unary
term enforcing the superpixels to take values close to the predicted
label and a pairwise term enforcing regularity or local consistency. The
CRF energy to minimize is given with:

EðlÞ ¼
X
iAV

ψ ðci; liÞþw
X
eij AE

ϕðli; ljÞ: ð3Þ

We define the unary term as:

ψ ðci; liÞ ¼ expð�αuciÞ; ð4Þ
and the pairwise term is considered as:

ϕðli; ljÞ ¼
1�expð�αp‖Spi �Spj‖

2
2=σ

2
ϕÞ : li ¼ lj

expð�αp‖Spi �Spj‖
2
2=σ

2
ϕÞ : lia lj;

8<
: ð5Þ

where ci is a vector represents the probabilities of superpixel vi
belonging to all classes, which is generated from a trained softmax
classifier. l is the resulting label. ‖Spi �Spj‖

2
2 is the norm of superpixel

features between vi and vj. The w is the parameter representing the
tradeoff between spatial regularization and the confidence in the
classification. This CRF energy is minimized using graph-cut algorithm
[48,49]. Once the CRF graphical model has been learned properly, we
infer the probability of each superpixel, which is denoted by θiARn,
where n is the number of category.

3.2.2. Spatially inferred feature
In most previous work, CRF is generally regarded as the last

step of various vision tasks for refining the classified labels. In the
proposed framework, the work is not done yet. We have got the
inference label probability of each superpixel, but the results are
generated with features learned with the CNNs, which lacks strong
ability of learning spatial relationship. Although graphical model
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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can remedy this shortcoming, we hope to further improve the
performance. Thus, we propose SIF to represent not only the fea-
ture of superpixel by itself, but also spatial relationships. This way
makes the whole networks have explicitly structural learning
capability. For a superpixel μ and its local region generated con-
nection graph Gμ ¼ ðVμ; EμÞ, the SIF is given by:

�ðμÞ ¼ λ
X
iAVμ

X
jAVμ

θiθ
T
j exp �kd

dðvi; vjÞ
σd

� �
ð6Þ

where λ is the normalized parameter, dðvi; vjÞ is the distance of
superpixel i and j, kd is distance decay rate, and σd is the maximal
distance of any vertices in the graph Gμ. The resulting repre-
sentation � is a n� n matrix, representing the frequency of
appearance of nearby probability of vertices i and j. We call
�the SIF.

3.3. Feature fusion layer

After the procedures of feature learning layer and structural
learning layer, for each superpixel μ, it has two type of descriptors:
DHF Sp and SIF � . We concatenate these two features into ½Sp; ��A
RNþn�n, and then use DBNs [4,32] to fuse the concatenated features
and explore comprehensive non-linear relationships between every
dimension of features. The flow of feature fusion is depicted in Fig. 4.

Recent works on DBNs [4,32] have shown that it is feasible to
learn multiple layers of non-linear features that are useful for
object classification without requiring labeled data. The features
are trained layer by layer in a RBM [50,51] by means of contrastive
divergence (CD) [51]. The feature activations learned by one layer
RBM become the input data for training the next layer RBM. After a
pre-training phase that learns layers of features which are good at
modeling the statistical structure in a set of unlabeled data,
supervised back-propagation can be used to fine-tune the features
for classification. The last layer's output is a kind of highly repre-
sentative feature which encodes the input data.

3.3.1. Restricted Boltzmann machines
In order to make the paper more self-contained, we succinctly

discuss the concept of restricted Boltzmann machines. The RBM is
a two layer, bipartite, undirected graphical model with a set of
binary hidden unit h, a set of (binary or real-valued) visible units v,
and symmetric connections between these two layers represented
by a weighted matrix W. The joint distribution pðv;h;θÞ over the
visible units v and hidden units h, given the model parameters
θ¼ fw; a;bg, is defined in terms of an energy function Eðv;h;θÞ of

pðv;h;θÞ ¼ expð�Eðv;h;θÞÞ
Z

; ð7Þ

where Z ¼Pv
P

hexpð�Eðv;h;θÞÞ is a normalization factor or par-
tition function and the marginal probability that the model assigns
Feature fusion layers

DBN

Fig. 4. The illustration of feature fusion.
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to a visible vector v is

pðv;θÞ ¼
P

hexpð�Eðv;h;θÞÞ
Z

: ð8Þ

For a Bernoulli (visible)–Bernoulli (hidden) RBM, the energy is

Eðv;h;θÞ ¼ �
XV
i ¼ 1

XH
j ¼ 1

wijvihj�
XV
i ¼ 1

bivi�
XH
j ¼ 1

ajhj; ð9Þ

where wij represents the symmetric interaction between visible
unit vi and hidden unit hj, bi and aj the biases, and V and H are the
numbers of visible and hidden units. The conditional probabilities
can be efficiently calculated as

pðhj ¼ 1jv;θÞ ¼ σ
XV
i ¼ 1

wijviþaj

 !
; ð10Þ

pðvi ¼ 1jh;θÞ ¼ σ
XH
j ¼ 1

wijhjþbi

0
@

1
A: ð11Þ

where σðxÞ ¼ 1=ð1þexpð�xÞÞ is a sigmoid activation function.
In principle, the RBM parameters can be optimized by per-

forming stochastic gradient ascent on the log-likelihood of train-
ing data. Unfortunately, computing the exact gradient of the log-
likelihood is intractable. Instead, the CD approximation [51] is
typically used, which has been shown to work well in practice.

3.3.2. Deep belief networks
Stacking a number of the RBMs and learning layer by layer from

bottom to top gives rise to a DBN. It has been shown that the layer-
by-layer greedy learning strategy [32] is effective, and the greedy
procedure achieves approximate maximum likelihood learning. In
our work, the bottom layer RBM is trained with the input data of
½Sp; ��, and the activation probabilities of hidden units are treated
as the input data for training the upper-layer RBM, and so on. After
this procedure, we can get the final feature called as “hybrid fea-
ture”. Then CRF is used to compute the label of each superpixel,
which completes the scene labeling vision task.

3.4. Training procedure of deep neural networks

The proposed deep neural networks are composed of three
types of layers including CNNs layer, CRF layer, and DBN layer. In
this paper, we train the modules individually, which makes the
deep neural networks trained more easily and quickly.

In the feature learning layer, we use MatConvNet [56] and
public available pre-trained model to extract hierarchical feature.
The adopted CNNs model is ‘imagenet-vgg-f’, which contains 21
layers. In the structural learning layer, in order to optimize the CRF
energy function, we adopt the graph-cut algorithm [48,49] to get
the optimal weights with the input CNNs features. In the DBN
layer, Deep Belief Networks are decomposed into many RBMs
trained by means of contrastive divergence (CD) [51]. The feature
activations learned by one layer RBM become the input data for
training the next layer RBM. After the pre-training phase, super-
vised back-propagation method is used to fine-tune the DBN
weights.
4. Experiments

To evaluate the performance of the proposed IEDNs applied in
scene parsing, we test and compare it with several state-of-the-art
methods on two standard dataset: SIFT Flow [57] and PASCAL VOC
[58]. The evaluation measures for the methods are per pixel
accuracy which means the percentage of pixel correctly labeled
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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Table 2
The statistic timing for each step of the proposed IEDNs on SIFT
Flow dataset. The time unit is minute.

Procedure Timing

Hierarchical feature extraction 13.80
Superpixel 4.01
Superpixel feature calculation 2.45
Structure learning 2.67
Spatially inferred feature 1.23
Feature fusion learning 8.31
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and per class accuracy which denotes the average of semantic
category accuracies. Due to the fact that our IEDNs are composed
of layers belonging to three type of layers, for different datasets
the parameters are not fixed. Related details can be found in fol-
lowing subsections.

4.1. SIFT flow

The SIFT Flow dataset, a challenging dataset composed of 2688
images with 33 semantic categories and background, are thoroughly
labeled and split into 2488 training images and 200 test images. Our
experimental results on this dataset are reported in Table 1. In the
table, ‘CNN’ means the results just using CNN layers to extract hier-
archical features, ‘CNN þ CRF’ means the results using CNN and CRF,
and ‘IEDNs’ means the results generated by the proposed method.
From the results, we can see that the proposed IEDNs achieve good
results both on the per-pixel and per-class accuracy in comparison
with previous approaches. The intermediate results show that only
using part of the information can not reach high accuracy. Fusing
spatially information and hierarchical feature can boost the overall
performance.

For the convolutional neural networks, we use MatConvNet [56]
and public available pre-trained model to extract hierarchical feature.
The adopted CNNs model is ‘imagenet-vgg-f’, which contains 21 lay-
ers. In order to accelerate the speed of our framework in practice, we
just select the feature maps of three layers, which are 5-th, 13-th, and
16-th of the whole networks, and the feature map number of each
selected layer is 64, 256, and 256, respectively. Through this way, the
parsing accuracy and computation performance can be balanced. In
the superpixel step, we conduct several experiments to choose a
proper region size that keeps great experimental performance and
high computation efficiency of whole processing at the same time.
The optimal region size of each superpixel is finally set to 15. In the
structural learning layer, we use a grid search method to estimate the
optimal parameters, where w¼0.2. The CRF model learns the spatial
relationships between each superpixel effectively and rectifies the
incorrect and unreasonable labels. Then in the process of generating
SIF, the parameter of distance decay rate kd is set to 0.1 in our
experiments. In the feature fusion layer, we construct four layers for
DBN including input and output layer. The number of nodes in each
hidden layer is empirically set to 1000 and 800, and the node number
of output layer is set to 400. The learning rate is set to be 0.1, and the
momentum is 0.9, and maximum epoch is 5000.

The actual timings for different steps of the proposed IEDNs are
listed in Table 2. The timings are measured on a computer with
Xeon 3.2 GHz CPU and 16G memory. Calculating the feature map
of CNNs and superpixel features are the most time consuming two
steps. Therefore, the proposed IEDNs have competitive perfor-
mance of computation.
Table 1
Comparison of parsing performance about per-pixel accuracy and per-class accu-
racy with different methods on SIFT Flow dataset. ‘CNN’ means the results just
using CNN layers to extract hierarchical features, ‘CNN þ CRF’ means the results
using CNN and CRF, and ‘IEDNs’ means the results generated by the proposed
method.

Method Per-pixel accuracy (%) Per-class accuracy (%)

Liu et al. [52] 74.75 –

Tighe et al. [36] 76.9 29.4
Eigen et al. [53] 77.1 32.5
Singh et al. [54] 79.2 33.8
Farabet et al. [2] 78.5 29.6
Pinheiro et al. [55] 77.7 29.8
CNN 69.5 27.2
CNN þ CRF 72.8 28.7
IEDNs 80.4 35.8
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To further analyze the results of our IEDNs experimented on this
dataset, we visualize some good results in Fig. 5 and bad results in
Fig. 6. From Fig. 5, there are two keys deserved attention: first, the
proposed IEDNs can find rough area of objects except some very small
ones. After all, this dataset has 34 categories including background,
which is challenging for scene parsing. Second, if the outline of object
is not complex, such as some simple geometries including straight
line, triangle, square, and rectangle, the boundary will be closer to the
ground truth, which results in more exact region of isolated objects.
These successes are attributed to three fields: (1) we use CNNs to learn
hierarchical features, which have very strong ability of capturing var-
ious information. The more useful information we get, the more
powerful the representation ability of features will be. (2) We intro-
duce inference layer to encode spatial features designed to rectify the
label of each pixel, this feature has strong spatial constraints among
objects, which boost performance of scene understanding, especially
for complex scene. (3) DBNs can further exploit the non-linear rela-
tionships between various features. This step fuses two types of fea-
tures to further abstract more representative features.

In addition to the good results analyzed above, we also show some
bad results in Fig. 6. The most serious problem is that small size
objects are difficult to be detected and recognized. We can find that
person, tree, window, and branch are easily judged as other categories.
In addition, if the boundaries of objects are more complex, the results
will be worse. These two problems might be resulted from two points
of our IEDNs. First, small size objects cannot be detected, which means
that the details of objects are lost. In practice just three layers' feature
maps are selected to conduct the experiments, some basic information
are dropped unintentionally. What is more, in our IEDNs we use
superpixel instead of pixel to complete the scene parsing task. Alth-
ough this way accelerates the speed of whole network, it might also
lose much detail of very small size objects.

4.2. PASCAL voc

We also test our IEDNs on the PASCALVOC 2012 dataset, consisting
of 20 foreground object classes and one background class. The original
dataset contains 1464, 1449, and 1456 images for training, validation,
and testing, respectively. To train the network completely, the dataset
is augmented by the extra annotations provided by Hariharan et al.
[59], resulting in 10 582 training images. The performance is mea-
sured by the mean intersection-over-union (IU) score [60]. Some
parsing results are demonstrated in Fig. 7. We compare our network
to the previous state-of-the-art methods. The related results can be
found in Table 3. We can find that our network achieves the best
results on mean IU. Through comparison experiments, we can con-
clude that the parsing accuracy using both CNNs and CRFs layers is
better then that just using CNNs layer. Furthermore, after the feature
fusion, the performance is shown boosted, which indicates that the
proposed networks can learn spatial relationship better.

The parameters of our IEDNs on this VOC dataset are partly similar
with those on SIFT Flow dataset. In feature learning layer, the feature
maps generated from 5-th, 13-th, and 16-th of the whole networks are
used to be as a feature representation of input raw images. In fact, we
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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Fig. 5. Some scene parsing results from the SIFT Flow dataset.
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select these three layers through many experiments to ensure high
quality of scene parsing and fast computational efficiency. Moreover,
CNNs are hierarchical feature extractors, which implies that different
layers capture various scale information. In the superpixel step, we
also set the region size of every superpixel as 15. For structural
learning layer, the parameterw of CRF model is learned to be 0.11. The
decay rate kd is also set to 0.1 on this dataset. In the feature fusion
layer, four layers are constructed for DBN. The number of nodes in
each hidden layer is set to 800 and 600, and the node number of
output layer is set to 400. The learning rate is 0.1, the momentum is
0.5, and maximum epoch is 5000.

From the comparison results, we can find that the proposed
method achieves good result on VOC 2012 dataset. The reason might
be found from the following aspects: (1) in the proposed method, the
inference layer is utilized to encode spatial features designed to rectify
the label of each pixel, and this feature has strong spatial constraints
among objects, which boost performance of scene understanding,
especially for complex scene; (2) DBNs can further exploit the non-
linear relationships between various features, this operation can fur-
ther abstract more representative features.
Please cite this article as: S. Bu, et al., Scene parsing using inference E
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5. Conclusion

In this paper, we propose a novel deep learning model for struc-
tural learning. The proposed inference embedded deep networks mai-
nly contain three types of layers: feature learning layer, structural
learning layer, and feature fusion layer. Different from other methods,
in the proposed model the structural learning is integrated into the
network, which performs the structure inference to provide more
robust spatial information. In addition, we also introduce unsuper-
vised deep learning into the network to explore the non-linear rela-
tionships between image features and spatial information at the same
time. Therefore, it can achieve better structural learning perf-
ormance.

The experiments demonstrate that the proposed IEDNs achieve
the state-of-the-art performance on standard scene understanding
datasets, therefore it can be validated that the novel deep learning
architecture is promising to perform scene parsing. The whole
network does not depend on hand-crafted features, furthermore
the statistic information and spatially information are integrated
high efficiently. In fact, when we apply our IEDNs to scene parsing,
just several layers of CNNs are used to generate feature of
mbedded Deep Networks, Pattern Recognition (2016), http://dx.
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Fig. 7. Some scene parsing results from the VOC 2012 dataset.
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superpixel. If we use all layers' feature maps, which will con-
fidently improve the performance. In addition, the graphical
model is treated as a layer of network, therefore other processing
Please cite this article as: S. Bu, et al., Scene parsing using inference E
doi.org/10.1016/j.patcog.2016.01.027i
layers can be easily integrated into the IEDNs. This makes the
proposed framework have better flexibility and further improves
the performance.
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Table 3
Comparison of parsing performance about Mean IU Accuracy with different
methods on PASCALVOC 2012 datset. ‘CNN’means the results just using CNN layers
to extract hierarchical features, ‘CNN þ CRF’ means the results using CNN and CRF,
and ‘IEDNs’ means the results generated by the proposed method.

Method Mean IU accuracy (%)

Mostajabi et al. [61] 64.4
Lin et al. [43] 70.7
Papandreou et al. [62] 72.7
Zheng et al. [42] 74.7
CNN 67.5
CNN þ CRF 69.1
IEDNs 75.4
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Referring to the proposed IEDNs, we divide the network into three
separated modules and train them individually. Although this way
makes the deep networks trained more efficiently, it does not exploit
full advantages of that CRF layer is regarded as one type of layer for
deep neural networks. In the future work, we intend to research a
novel model to integrate different layers more effectively, which is
appropriate for adopting back propagation to jointly optimize all
parameters. This way will fully extract benefits from these three types
of layers, and further enhance the performance about scene parsing.

Although the proposed method achieves better performance, it
inherits the drawback of CRF that small object might not be correctly
estimated. As a consequence, high quality scene parsing of very
complex scene is difficult to be achieved. To obtain better scene par-
sing, more elegant structural learning models for deep networks need
to be investigated. In addition, currently the proposed IEDNs only
adopt image information to do the scene parsing, but actually human
brain performs scene parsing with 3D information. In the following
research, to obtain better performance and robustness, 3D feature
extraction and multimodal feature fusion need to be explored.
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